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$G^0$ distribution can accurately model various background clutters in the single-look and multilook synthetic aperture radar (SAR) images and is one of the most important statistic models in the field of SAR image clutter modeling. However, the parameter estimation of $G^0$ distribution is difficult, which greatly limits the application of the distribution. In order to solve the problem, a fast and accurate $G^0$ distribution parameter estimation method, which combines second-kind statistics (SKS) technique with Freitas’ method of moment (MoM), is proposed. First we deduce the first and second second-kind characteristic functions of $G^0$ distribution based on Mellin transform, and then the logarithm moments and the logarithm cumulants corresponding to the above-mentioned characteristic functions are derived; finally combined with Freitas’ method of moment, a simple iterative equation which is used for estimating the $G^0$ distribution parameters is obtained. Experimental results show that the proposed method has fast estimation speed and high fitting precision for various measured SAR image clutters with different resolutions and different number of looks.

1. Introduction

SAR image background clutter statistic modeling [1–6] is one of the basic subjects in the SAR image interpretation such as SAR target detection and discrimination. The research on the subject has important theoretical value and wide application prospects in the automatic target detection and discrimination in high-resolution SAR images [7, 8]. Among the SAR image clutter statistic models, the modeling ability of $K$ distribution is good for the heterogeneous clutters, but it cannot fit well for extremely heterogeneous clutters [8]. $\beta^\gamma$ distribution has a good modeling ability for homogeneous, heterogeneous, and extremely heterogeneous clutters, but the distribution only can be applied to single-look SAR images [9]. $G^0$ distribution, which is proposed by Frery et al. [10], not only has very strong modeling capability for the clutters with wide intensity range and different intensity uniformity but also has very good compatibility for most of clutter models. The distribution can fit various background clutter regions in the single-look and multilook SAR images well and so far it is one of the optimal statistic models in the SAR image background clutter fitting [11], but the distribution also has the defect that the parameter estimation is difficult, which has become a main technical bottleneck in a practical application of the distribution. At present, the typical $G^0$ distribution parameter estimation methods mainly have Freitas’ moment method [1] and Frery’s moment estimation method [10]. The shape and scale parameters of $G^0$ distribution are estimated by using the first-order and second-order moments in Freitas’ method, and Frery’s method realizes the parameter estimation by using 1/2- and 1/4-order moments. The former of the above-mentioned two methods is simpler; the latter needs to be solved by using a numerical method and the calculation cost is larger. But both above-mentioned methods have several common disadvantages: (1) a priori knowledge of the SAR image needs to be used for obtaining the parameter equivalent number of looks (ENL) [12], (2) due to the constraint of convergence condition, the full range estimation of $G^0$ distribution parameters cannot be realized [13, 14], and (3) for very
homogeneous clutter, the parameter ENL usually is greater than one; the estimation results of the above-mentioned two methods might be wrong [13, 14]. These defects result in that the parameters of $G^0$ distribution obtained by the above-mentioned two methods are not very accurate and the fitting precision of $G^0$ distribution for the clutters is declined. Theoretically the maximum likelihood estimation (MLE) can also be used for estimating the parameters of $G^0$ distribution, but its equations that are used for estimating the distribution parameters are highly nonlinear, which might cause a sharp rise in the calculation and even a wrong estimated result, so the method is rarely applied in the parameter estimation of $G^0$ distribution. In order to solve the $G^0$ distribution parameter estimation problem, by studying and analyzing the modeling principle of $G^0$ distribution, a new, fast, and accurate $G^0$ distribution parameter estimation method, which combines second-kind statistics (SKS) technique with Freitas’ method of moment (MoM), is proposed in this paper. The proposed method starts from Mellin transform, by deducing the first and second second-kind characteristic functions of $G^0$ distribution, the logarithm moments (log-moments), and logarithm cumulants (log-cumulants) corresponding to the characteristic functions, and then, combining with Freitas’ moment estimation method, a simple iterative equation, which is used for estimating the $G^0$ distribution parameters, namely, the equivalent number of looks (ENL), the shape parameter, and the scale parameter, is obtained ultimately. The method not only solves the problems that “the MoM cannot realize the full range estimation of $G^0$ distribution parameters” and “the MLE needs a long iterative time and the accuracy of the iteration is poor,” but, more importantly, the method considers the parameter ENL as an unknown distribution parameter, and the scale parameter, is obtained ultimately. The two equals signs with a Delta over them denote a Mellin transform-based second-kind statistics [4–6], which coincides with the SAR image multiplicative model, so it may be expected that, by imitating the solving ideas that “the first and second second-kind characteristic functions may be generated by Fourier transform and then the cumulants can be obtained by taking the derivative of the characteristic functions at zero” [15], we can derive a new parameter estimation method of $G^0$ distribution by using Mellin transform, which can greatly reduce the difficulty of $G^0$ distribution parameter estimation.

### 2. New Parameter Estimation Method for $G^0$ Distribution

For a SAR intensity image, the expression of $G^0$ distribution is

$$f_{X_i}(x) = \frac{n^\alpha \Gamma (n - \alpha) x^{\alpha - 1}}{\gamma \Gamma (n) \Gamma (\alpha) (\gamma + nx)^{n+\alpha}},$$

where $-\alpha, \gamma, n$, and $x > 0$. $x$ is the intensity of pixels. $n$ is the equivalent number of looks. $\alpha$ is the shape parameter, which essentially reflects the uniformity of a measured clutter region. The parameter $\alpha \in (-\infty, 0)$ indicates that $G^0$ distribution can model various clutter regions with wide uniformity changes. The bigger the parameter $|\alpha|$ is, the more uniform the corresponding clutter region is. $\gamma$ is the scale parameter, which is related to the average energy of a measured clutter region. The greater the parameter $\gamma$ is, the greater the average energy of the corresponding clutter region is.

In order to fundamentally solve the parameter estimation problem of $G^0$ distribution, a new estimation method of the $G^0$ distribution parameters $n, \alpha$, and $\gamma$ will be proposed in the following. What needs to be pointed out is that all the parameters are estimated based on the intensity form of $G^0$ distribution in the following discussion.


By analyzing the modeling principle of $G^0$ distribution, we found that $G^0$ distribution derives from the speckle model and also integrates with some characteristics of the multiplicative model. We know that the speckle noise may be considered as Mellin convolution in the Mellin transform-based second-kind statistics [4–6], which coincides with the SAR image multiplicative model, so it may be expected that, by imitating the solving ideas that “the first and second second-kind characteristic functions may be generated by Fourier transform and then the cumulants can be obtained by taking the derivative of the characteristic functions at zero” [15], we can derive a new parameter estimation method of $G^0$ distribution by using Mellin transform, which can greatly reduce the difficulty of $G^0$ distribution parameter estimation.

For a function $f(x)$ with the domain $R^+$, the following integral is defined as Mellin transform [4–6]:

$$\phi(s) \equiv M \left[ f(x) \right] (s) \equiv \int_0^\infty x^{s-1} f(x) \, dx, \quad (2)$$

where the two equals signs with a Delta over them denote a Mellin transform given behind them. We know that the domain of the probability density function of a SAR intensity image just is $R^+$, so Mellin transform may be applied to analyze the SAR intensity image.

Substituting formula (1) into formula (2), we have

$$\phi(s) = \left( \frac{\gamma}{n} \right)^{s-1} \frac{n^\alpha \Gamma (n - \alpha) \int_0^\infty x^{s+n-2} \frac{x^{n+\alpha}}{(1 + (\gamma/n)x)^{n+\alpha}} \, dx. \quad (3)$$

According to formula (3) and [16], we may obtain

$$\phi(s) = \left( \frac{\gamma}{n} \right)^{s-1} \frac{\Gamma (n + s - 1) \Gamma (\alpha - (s - 1))}{\Gamma (n) \Gamma (\alpha)}. \quad (4)$$

By carefully observing formula (4), we can find that if we take the logarithm on both sides of the formula, this will greatly simplify the computation:

$$\varphi(s) \equiv \ln \left( \phi(s) \right)$$

$$= \ln \left[ \left( \frac{\gamma}{n} \right)^{s-1} \frac{\Gamma (n + s - 1) \Gamma (\alpha - (s - 1))}{\Gamma (n) \Gamma (\alpha)} \right]$$
\begin{align}
= (s - 1) \ln \left( \frac{Y}{N} \right) + \ln \Gamma (n + s - 1) \\
+ \ln \Gamma (-\alpha - (s - 1)) - \ln \Gamma (n) - \ln \Gamma (-\alpha),
\end{align}

(5)

where \( \phi(s) \) is called the second second-kind characteristic function corresponding to \( G_0 \) distribution. By taking the derivative of the function at \( s = 1 \), we have

\[
\bar{c}_k = \left. \frac{d^k \phi (s)}{ds^k} \right|_{s=1},
\]

(6)

where \( \bar{c}_k, k = 1, 2, \ldots \), are called log-cumulants.

Substituting formula (5) into formula (6), we can obtain the log-cumulants corresponding to \( G_0 \) distribution:

\[
\bar{c}_1 = \ln \left( \frac{Y}{n} \right) + \psi (n) - \psi (-\alpha)
\]

\[
\bar{c}_k = \psi (k - 1, n) + (-1)^k \psi (k - 1, -\alpha), \quad k \geq 2,
\]

(7)

where \( \psi(z) = \frac{d}{dz} \ln \Gamma(z) \) is called digamma function, which is the first-order derivative of logarithm gamma function. \( \psi(k - 1, z) = \frac{d}{d^k} \ln \Gamma(z) \) is called \((k - 1)\)-order polygamma function. Obviously, formulas (7) of log-cumulants are concise and easy to be computed. More fortunately, thereto the polygamma function is a monotonic function, so formulas (7) are very suitable to be used for estimating parameters \( \alpha \), \( \gamma \), and \( n \) of \( G_0 \) distribution.

Instead of the log-cumulants, usually the sample log-cumulants are used in a practical application. Supposing that \( x_1, x_2, \ldots, x_N \) are grayscale observations of \( N \) sample pixels of a certain clutter region, then the formulas of sample log-cumulants may be expressed as

\[
\bar{c}_1 = \frac{1}{N} \sum_{i=1}^{N} \ln (x_i)
\]

\[
\bar{c}_k = \frac{1}{N} \sum_{i=1}^{N} \left[ \ln (x_i) - \bar{c}_1 \right]^k, \quad k \geq 2.
\]

(8)

Combining formula (7) with formula (8), we can obtain the ultimate estimation equations of \( G_0 \) distribution parameters \( n \), \( \gamma \), and \( \alpha \):

\[
\ln \left( \frac{Y}{n} \right) + \psi (n) - \psi (-\alpha) = \bar{c}_1
\]

\[
\psi (1, n) + \psi (1, -\alpha) = \frac{1}{N} \sum_{i=1}^{N} \left[ \ln (x_i) - \bar{c}_1 \right]^2
\]

\[
\psi (2, n) - \psi (2, -\alpha) = \frac{1}{N} \sum_{i=1}^{N} \left[ \ln (x_i) - \bar{c}_1 \right]^3,
\]

(9)

where (9) are called the second-kind statistics (SKS) estimator and the corresponding parameter estimation method is called the SKS method.

2.2. Advantages and Disadvantages of the SKS Method. By analyzing the above-mentioned estimation method of \( G_0 \) distribution parameters and compared with the moment estimator and the maximum likelihood estimator, we can draw the following conclusions.

(1) The convergence condition of obtaining formula (4) from formula (3) by integral is

\[
\begin{align}
n + s - 1 & > 0 \\
-\alpha & > s - 1 \\
n & >\alpha
\end{align}
\]

(10)

The purpose of obtaining formula (4) by integral is to get the log-cumulants corresponding to \( G_0 \) distribution. We can see from formula (6) that the log-cumulants are only concerned with the derivative of \( \phi(s) \) at the point \( s = 1 \). When \( s = 1 \), the convergence condition (10) is obviously satisfied. So the SKS estimator successfully solves the problem that “the moment estimator cannot realize the full range estimate of \( G_0 \) distribution parameters due to the constraint of convergence condition,” which can ensure that \( G_0 \) distribution has a high fitting precision for the clutter regions with wide uniformity changes.

(2) The moment estimator and the maximum likelihood estimator usually use a priori knowledge of a SAR image to obtain the ENL parameter \( n \) or take the ISNR (inherent signal to noise ratio) [13, 17] as the ENL parameter \( n \) of a SAR image. In the above-mentioned two methods to obtain parameter \( n \), the partial correlation between the samples that participate in average processing will bring the bias to the estimated parameter \( n \), which will result in the decline of the fitting precision. But the ENL parameter \( n \) is considered as an unknown estimated parameter like the shape and scale parameters in the SKS estimator, so it solves the problem of the estimation bias of the ENL parameter \( n \) in the moment estimator and the maximum likelihood estimator well.
We can easily see that when \( k \geq 2 \), it has a strong regularity between the last two equations of (9) and moreover the polygamma functions that they contain are monotonic, so the solution of the equations, namely, the estimates of the shape, scale, and ENL parameters, can be quickly and accurately obtained by using a numerical iteration method, which overcomes the defects that the maximum likelihood estimator needs a long iteration time and has a poor iteration accuracy.

When a clutter region is very homogeneous, the estimates of \( G_0 \) distribution parameters are very difficult to be obtained by using the SKS method. Usually, a good fitting effect can be achieved by the SKS method. But in practice we found that when a clutter region is very homogeneous, the solution of (9) is very difficult to be obtained. As mentioned above, there is a strong regularity between the last two equations of (9), and moreover the function \( \psi(1, x) \) is monotonically decreasing and is close to zero with increasing of \( x \) in its definition domain and the function \( \psi(2, x) \) is monotonically increasing and is close to zero with increasing of \( x \) in its definition domain, so the solution of the equations, namely, the estimates of parameters \( n, \alpha \), and \( \gamma \), can be quickly and accurately determined by using a numerical method. For (9), let

\[
\begin{align*}
    f_1(x) &= \psi^{-1}(1, \tilde{k}_2 - \psi(1, -x)) \\
    f_2(x) &= \psi^{-1}(2, \tilde{k}_3 - \psi(2, -x))
\end{align*}
\]

(11)

where \( \psi^{-1}(k, x) \) represents the inverse function of \( \psi(k, x) \). It may be proved that the function \( f_1(x) \) is monotonically decreasing with increasing of \( x \) and the function \( f_2(x) \) is monotonically increasing with increasing of \( x \). So in theory, the intersection of the curves \( f_1(x) \) and \( f_2(x) \) just is the estimates of parameters \( n \) and \( \alpha \) that we want to obtain, and then the estimate of parameter \( \gamma \) can be obtained by substituting the estimates of parameters \( n \) and \( \alpha \) into (9). However, when a clutter region is very homogeneous, the curves \( f_1(x) \) and \( f_2(x) \) would never intersect; that is to say, the solution of (9) is very difficult to be obtained. By analyzing (9) and formula (11), we can find that when a clutter region is very homogeneous, the value of \( |\alpha| \) will be very large and the functions \( \psi(1, x) \) and \( \psi(2, x) \) will approach zero. When \( |\alpha| \to \infty \), both \( f_1(x) \to \psi^{-1}(1, \tilde{k}_2) \) and \( f_2(x) \to \psi^{-1}(2, \tilde{k}_3) \) are constants; if \( \psi^{-1}(1, \tilde{k}_2) > \psi^{-1}(2, \tilde{k}_3) \), then the curves \( f_1(x) \) and \( f_2(x) \) would never intersect; that is to say, the solution of (9) is very difficult to be obtained.

So we can conclude from the above-mentioned analysis that when a clutter region is very homogeneous, the estimates of \( G_0 \) distribution parameters will be difficult to be obtained by the SKS method. It is this reason that prompts us to study a new \( G_0 \) distribution parameter estimation method.

2.3. New SKS + MoM Method. The ENL \( n \) is considered as a parameter to be estimated in the new method. Combining the moment estimation method proposed by Freitas and the first-order logarithm cumulant that is derived from Mellin
transform, a new $G^0$ distribution parameter estimation method may be obtained as follows:

$$\ln\left(\frac{\gamma}{n}\right) + \psi(n) - \psi(-\alpha) = \frac{1}{N} \sum_{i=1}^{N} \ln(x_i)$$

$$\gamma = -(\alpha + 1) E(x)$$

$$\alpha = \frac{2nE\left(x^2\right) - (n + 1)E^2(x)}{(n + 1)E^2(x) - nE\left(x^2\right)}.$$  

(12)

Using the first-order origin moment of $G^0$ distribution, we can obtain

$$\frac{\gamma}{n} = \frac{E\left(x^2\right)E(x)}{nE\left(x^2\right) - (n + 1)E^2(x)}.$$  

(13)

Substituting formula (13) and the third formula of (12) into the first equation of (12) and simultaneously considering the constraints $\gamma/n > 0$, $-\alpha > 0$, and $n > 0$, the solution of $n$ can be obtained by a numerical method. Substituting the solution $n$ into the third formula of (12), we can get the numerical solution of $\alpha$. And finally substituting solution $\alpha$ into the second formula of (12), we can get the numerical solution of $\gamma$. So parameters $n$, $\alpha$, and $\gamma$ of $G^0$ distribution are obtained quickly and accurately by using the new method. The new method only uses first-order and second-order origin moments and a first-order log-cumulant. In addition, we can see in the following experiment that the new method is more robust than the SKS method.

What needs to be pointed out is that just as Freitas’ moment method the shape parameter $\alpha$ in (12) still exists in the constraint $\alpha < -2$, which limits the application of the new method in the fitting of extremely heterogeneous clutters. But the main purpose of the new method is to solve the $G^0$ distribution parameter estimation problem when the clutters are very homogeneous (at this time, $\alpha \ll 0$) and the SKS method is not applicable. When the clutters are so extremely heterogeneous that their actual distribution parameter $\alpha > -2$, we still use the SKS method to estimate the parameters of $G^0$ distribution.

The proposed SKS + MoM method not only has the advantage of the SKS method that can quickly and accurately estimate the parameters of $G^0$ distribution but also overcomes the disadvantage of the SKS and MoM methods that when a clutter region is very homogeneous, both the SKS method and the MoM method are not applicable.

3. Experimental Results and Analysis

The processing flow of the proposed method is shown in Figure 1.

At present, most of the researchers segment an image into different clutter regions according to land cover object types. So we also find the initial appropriate segmentation of an image into regions with locally homogeneous clutter according to the principle that the homogeneous clutter region contains the same land cover type in the following experiments. Figure 2 shows three MSTAR_PUBLIC_CLUTTER SAR images and a Ku-band SAR image provided by Sandia National Laboratories; the resolution of the former is 0.3 m × 0.3 m and that of the latter is 0.1 m × 0.1 m. Six typical regions in the four SAR images are selected and used for our experiments. Among them, Region 1 is a large block of cropland and it has high clutter uniformity; Region 2 is composed of woods and shadows and it is a not very uniform clutter region; Region 3 is an extremely heterogeneous clutter region, which has very complex scenes, including a large number of heterogeneous man-made and natural clutters such as cement floors, houses, and trees; Region 4 is a block of cement floor and it is a very smooth and homogeneous clutter region; Region 5 consists of grasses and scrubby bushes and it is a relatively uniform clutter region; Region 6 is a parking lot, which contains cement floors, cars, and other objects, and it is an extremely heterogeneous clutter region.

Figure 3: The fitting results of Region 1.
In the following experiments, first we adopt different estimation methods to obtain the parameters of lognormal distribution, gamma distribution, \( K \) distribution, and \( G^0 \) distribution for the above-mentioned six clutter regions (for details, please see Tables 4(a) and 4(b)). Then we use the distributions to fit the gray histograms of the above-mentioned six regions, respectively. Finally we adopt three metrics, namely, mean square error (MSE) [4], Kolmogorov-Smirnov (KS) test [18], and Kullback-Leibler (KL) divergence [19], to evaluate the fitting precisions of different parameter models for the above-mentioned six regions. Among the three metrics, the metric MSE reflects the average deviation between the hypothesis distribution and the actual distribution, the metric KS test reflects the maximum deviation between the hypothesis distribution and the actual distribution, and the metric KL divergence reflects the overall similarity between the hypothesis distribution and the actual distribution. There are both similarity and difference between the three metrics. They can evaluate the fitting precisions of the parameter models from different aspects. What needs to be specially pointed out is that the smaller the above-mentioned metric values are, the better the fitting precisions are.

The fitting results of the above-mentioned parameter models for the clutter regions 1–6 are shown in Figures 3–8, respectively. The fitting precisions are given in Tables 1–3.
Table 4: (a) The parameter estimation expressions of several clutter models and (b) the parameter estimation methods of $G^0$ distribution.

### (a) Clutter models

<table>
<thead>
<tr>
<th>Clutter models</th>
<th>Probability density function</th>
<th>Moment method</th>
<th>Maximum likelihood estimation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lognormal</td>
<td>$p(x) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left( -\frac{(\ln x - \mu)^2}{2\sigma^2} \right)$</td>
<td>$E(x) = \exp \left( \frac{\mu + 1}{2\sigma^2} \right)$</td>
<td>$\mu = \frac{1}{N} \sum_{i=1}^{N} \ln x_i$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$E(x^2) = \exp \left( 2\mu + 2\sigma^2 \right)$</td>
<td>$\sigma^2 = \frac{1}{N} \sum_{i=1}^{N} (\ln x_i - \mu)^2$</td>
</tr>
<tr>
<td>Gamma</td>
<td>$p(x) = \frac{1}{\Gamma(n)} \left( \frac{\sigma}{\alpha} \right)^n x^{n-1} \exp \left( -\frac{nx}{\sigma} \right)$</td>
<td>$E(x) = \sigma$</td>
<td>$\sigma = \frac{1}{N} \sum_{i=1}^{N} x_i$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$E(x^2) = \frac{\sigma^2}{n}$</td>
<td>$\psi(n) = \ln \left( \frac{n}{\sigma} \right) + \frac{1}{N} \sum_{i=1}^{N} \ln x_i$</td>
</tr>
<tr>
<td>K distribution</td>
<td>$p(x) = \frac{1}{\Gamma(a)} \left( \frac{\sigma}{\alpha} \right)^a x^{a-1} \exp \left( -\frac{nx}{\sigma} \right)$</td>
<td>$E(x) = \mu$</td>
<td>$\mu = \frac{1}{N} \sum_{i=1}^{N} x_i$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$E(x^2) = \frac{\alpha^2}{n}$</td>
<td>$\nu = \frac{1}{N} \sum_{i=1}^{N} \ln x_i$</td>
</tr>
<tr>
<td>$G^0$ distribution</td>
<td>$p(x) = \frac{n^{\alpha} \Gamma(-\alpha) \Gamma(\alpha)}{\Gamma(n) \Gamma(n+\alpha)} x^{n-1} \exp \left( -\frac{n}{\alpha} \right)$</td>
<td>$E(x) = \frac{\sigma^2}{\alpha}$</td>
<td>$\sigma = \frac{1}{N} \sum_{i=1}^{N} x_i$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$E(x^2) = \frac{\alpha^2}{n} \exp \left( \frac{\alpha + 1}{2} \right)$</td>
<td>$\psi(n) = \ln \left( \frac{n}{\sigma} \right) + \frac{1}{N} \sum_{i=1}^{N} \ln x_i$</td>
</tr>
</tbody>
</table>

### (b) Estimation method

<table>
<thead>
<tr>
<th>Estimation method</th>
<th>Estimation formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Freitas’ MoM*</td>
<td>$\frac{2nE(x^2)}{(n+1)} - (n+1) E^2(x) - nE(x^2)$</td>
</tr>
<tr>
<td></td>
<td>$\gamma = -\frac{\alpha}{n} \left( \frac{(n+1)}{\alpha} \right) E^2(x)$</td>
</tr>
<tr>
<td></td>
<td>$E(x) = -\frac{\gamma}{\alpha + 1}$</td>
</tr>
<tr>
<td></td>
<td>$E(x^2) = \frac{E^2(x)}{\alpha + 2}$</td>
</tr>
<tr>
<td></td>
<td>$E(x^3) = \frac{E(x^3)}{\alpha + 3}$</td>
</tr>
<tr>
<td>Fully parametric MoM</td>
<td>$\ln \left( \frac{\gamma}{n} \right) + \gamma - \psi(-\alpha) = \frac{1}{N} \sum_{i=1}^{N} \ln (x_i)$</td>
</tr>
<tr>
<td>SKS</td>
<td>$\psi(1, n) + \psi(1, -\alpha) = \frac{1}{N} \sum_{i=1}^{N} \left[ \ln(x_i) - \epsilon_i \right]^2$</td>
</tr>
<tr>
<td></td>
<td>$\psi(2, n) - \psi(2, -\alpha) = \frac{1}{N} \sum_{i=1}^{N} \left[ \ln(x_i) - \epsilon_i \right]^3$</td>
</tr>
<tr>
<td>SKS + MoM</td>
<td>$\gamma = \psi(n) - \psi(-\alpha) = \frac{1}{N} \sum_{i=1}^{N} \ln (x_i)$</td>
</tr>
<tr>
<td></td>
<td>$\gamma = \gamma + (\alpha + 1) E(x)$</td>
</tr>
<tr>
<td></td>
<td>$\gamma = \gamma + (\alpha + 1) E^2(x) - nE(x^2)$</td>
</tr>
</tbody>
</table>

* $n$ is obtained by computing the equivalent number of looks $\text{ENL} = \mu^2/\sigma^2$ of image, in which $\mu$ is the mean and $\sigma^2$ is the variance of image pixel intensity or amplitude, respectively [13, 17].
We can see from Figures 3–8 and Tables 1–3 that the MoM-based $K$ distribution and the fully parametric MoM-based $G^0$ distribution cannot obtain correct fitting parameter estimates for Region 1 and Region 2. For Region 3, all the distributions, including the MoM-based lognormal distribution, the MLE-based lognormal distribution, the MoM-based gamma distribution, the MLE-based gamma distribution, the MoM-based $K$ distribution, Freitas’ MoM-based $G^0$ distribution, the fully parametric MoM-based $G^0$ distribution, the SKS-based $G^0$ distribution, and the SKS + MoM-based $G^0$ distribution, can obtain correct fitting parameter estimates. For Region 4 and Region 5, three methods, namely, the MoM-based $K$ distribution, the fully parametric MoM-based $G^0$ distribution, and the SKS-based $G^0$ distribution, cannot obtain correct fitting parameter estimates. For Region 6, only the MoM-based $K$ distribution cannot obtain correct fitting parameter estimates.

In addition, we can see from Figures 3–8 and Tables 1–3 the following. (1) As a whole, the fitting effects of $G^0$ distribution are superior to those of other distributions. (2) Assuming that $n$ is known or obtained by the given SAR image, Freitas’ method, which uses the first-order and second-order moments to realize the estimation of $G^0$ distribution parameters $\alpha$ and $\gamma$, has relatively wide versatility, but its estimation precision is not high. (3) The SKS method has no solution for the regions where the clutters are relatively uniform. This is exactly the problem to be solved by the proposed method. (4) The proposed SKS + MoM method can
realize the unity of versatility and precision well. Whatever ground object clutter or SAR image resolution, the method can obtain relatively accurate parameter estimates and good fitting results. However, we also note that the fitting precisions of the proposed method are not very high for Region 2 and Region 3; it is because the clutters in the two regions are so extremely heterogeneous that the actual values of the shape parameter $\alpha$ exceed the application scope of the method $\alpha < -2$, which are also verified by $\alpha$ values that are estimated by the SKS method. It should be pointed out that different scenes and different regions of the same scene have different gray histograms, so the same fitting approach will have different fitting effects for different scenes and different regions of the same scene. So it is necessary for us to build a specific fitting model for a specific application.

4. Concluding Remarks

A SKS + MoM-based $G^0$ distribution parameter estimation method has been proposed. The proposed method successfully solves the problems that "the MoM cannot realize the full range estimation of $G^0$ distribution parameters" and "the MLE method needs a long iterative time and has the poor iteration accuracy." More importantly, the method considers the ENL parameter as an unknown estimated parameter like the shape and scale parameters, which can ensure that $G^0$ distribution has higher fitting precision. The method not only has the advantage of the SKS method that can quickly and accurately estimate the parameters of $G^0$ distribution but also overcomes the disadvantage of both SKS method and MoM method that are not applicable when the clutters are very homogeneous. Experimental results verify the effectiveness
of the proposed method in the SAR image background clutter modeling. The clutter statistic model based on the proposed method can be widely used for the SAR image interpretation such as SAR target detection and discrimination in the future research.

Appendix

Description

In the expressions in Tables 4(a) and 4(b), $x$ and $x_i$ denote the intensity or amplitude of pixels. $\mu$ and $\sigma^2$ denote the mean and variance of image pixel intensity or amplitude, respectively. $N$ denotes the total number of pixels that participate in the operation. $\Gamma(x)$ is called the gamma function, $\psi(x) = \Gamma'(x)/\Gamma(x)$ is called the digamma function, and $K_\nu(x)$ is called the $\nu$-order $K$-class Bessel function. $n$ is the equivalent number of looks, $\alpha$ is the shape parameter, and $\gamma$ is the scale parameter of $G^0$ distribution. $c_1$ is the first-order sample log-cumulant.
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