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The problem of impulsive control for memristor-based chaotic circuit systems with impulsive time windows is investigated. Based on comparison principle, several novel criteria which guarantee the asymptotic stabilization of the memristor-based chaotic circuit systems are obtained. In comparison with previous results, the present results are easily verified. Numerical simulations are given to further illustrate the effectiveness of the theoretical results.

1. Introduction

In 1971 [1], Chua presented the logical and scientific basis for the existence of a new two-terminal circuit element named the memristor which has every right to as basic as the three classical circuit elements already in existence, namely, the resistor, inductor, and capacitor. However, this important presentation has not aroused any attention until researchers at Hewlett-Packard Laboratories published a paper announcing the invention of the memristor in 2008 [2, 3]. Memristor has been widely investigated for its immense potential applications in different areas such as brain emulation, associative memory, and pattern recognition. This new circuit element of memristor shares many properties of resistor and shares the same unit of measurement. Therefore, memristor is nonlinear and shows many special properties. On the other hand, memristive chaotic systems made of hybrid complementary metal-oxide-semiconductors have a very wide range of uses in bioinspired engineering. Analysis and synthesis of memristive chaotic systems are very attractive for neuromorphic systems. Moreover, the development of high-performance memristive chaotic systems would benefit a number of important applications in neural learning circuits, new classes of artificial neural systems, and so forth.

We also note that impulsive control has been widely used to stabilize and synchronize chaotic systems [4–11] and also employed in many fields, such as ecosystems management [12], orbital transfer of satellite [13], and optimal control of economic systems [14]. Impulsive control can provide an efficient method for some case in which the systems cannot endure continuous disturbance. Most of the researchers are dealing with impulsive differential equations with fixed time impulses [8, 15, 16] or with variable time impulse [17]. If we put impulses in a fixed time for a system, then we get an impulsive system with fixed time impulses. However, it is not easy to ensure that the input is exact according to the fixed time points. If the occurrence of impulses is determined by the statement of the system, then it is a system with variable time impulses, and if the system is known, that means it is hard for us to know the exact statement of the system, the process of calculating the time sequences of impulses may bring some errors, and then the impulse may occur in an unexpected time. Although there are many results concerning the impulsive control for nonlinear systems [18], the control problem of memristive systems with impulsive effects has received little attention. Moreover, in many existing results regarding impulsive effects occurring at a fixed moment, such an assumption is conservative, as systems may be subjected to instantaneous disturbances at any time instead of only at the fixed points. Therefore, it is of great importance to consider a more general case where impulsive effects can exist at a random moment of
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a determined time interval. However, to the best of our knowledge, the impulsive control problem for memristive chaotic system with impulsive time window has aroused little attention due to its mathematical complexity. Therefore, the main objective of this paper is to shorten such a gap by launching a study on the impulsive control problem for memristive chaotic system with impulsive time window.

In this paper, we are concerned with the asymptotical stabilization problem for a class of memristive chaotic systems with impulsive time window. Based on comparison principle, we will propose several novel criteria for the stabilization of memristive chaotic system with impulsive time window. The main contributions of this paper can be highlighted as follows: (1) a new memristive chaotic system model is established to consider impulsive time window, where impulsive effects can exist at a random moment of a determined time interval; (2) by using comparison principle, sufficient criteria are derived to ensure that memristive chaotic system with impulsive time window is asymptotically stable; (3) an impulsive time window, memristive for modeling the chaotic systems simultaneously, renders more practical significance of current research.

The remainder of the paper is organized as follows. The considered model of a general memristive chaotic system with impulsive time window is presented in Section 2. Some necessary definitions and lemmas are given in Section 2. And the impulsive control problem for memristive system is also studied in Section 3. Then, in Section 4, a simulation example is presented to show effectiveness and feasibility of the new results. Conclusions are drawn in Section 5.

2. Model Description and Preliminaries

Consider the memristor-based chaotic circuit of [19] shown in Figure 1. The equations of the memristor-based chaotic in Figure 1 can be described by

\[
\begin{align*}
\frac{dv_1}{dt} &= \frac{1}{c_1} \left( \frac{v_2(t) - v_1(t)}{R} - i(t) \right), \\
\frac{dv_2}{dt} &= \frac{1}{c_2} \left( \frac{v_1(t) - v_2(t)}{R} - i_L(t) \right), \\
\frac{di_L}{dt} &= \frac{v_2(t)}{L}, \\
\frac{d\phi}{dt} &= v_1(t),
\end{align*}
\] (1)

where

\[
i(t) = w(\phi(t)) v_1(t) = \frac{dq}{d\phi} v_1(t).
\] (2)

Let \( v_1 = x_1, v_2 = x_2, i_L = x_3, \phi = x_4, a = 1/c_1, b = 1/L, \)
\( R = 1, \) and \( c_2 = 1; \) then system (1) can be rewritten as

\[
\begin{align*}
\dot{x}_1 &= a \left( x_2 - x_1 - w(\phi) x_4 \right), \\
\dot{x}_2 &= x_1 - x_2 - x_3, \\
\dot{x}_3 &= bx_2, \\
\dot{x}_4 &= x_1,
\end{align*}
\] (3)

where

\[
w(\phi) = \frac{dq}{d\phi} = a + 3\beta\phi^2.
\] (4)

Usually, in order to obtain the chaos generation, we settled the realistic parameter values which yield chaotic dynamics as \( R = 2 \, k\Omega, L = 14.5 \, H, c_1 = 5.6 \, uF, \) and \( c_2 = 78 \, uF; \) potentiometer with parameters \( a = -0.663 \times 10^{-3}, \beta = 0.004 \times 10^{-3} \) in (4). Choosing the initial conditions \((v_1(0), v_2(0), i_L(0), \phi(0)) = (0.1254, 0.1402, 0.0921, 0.0007)\), the attractor generated by means of numerical integration is illustrated in Figure 2.

Similar to the method presented in [20], system (3) can be rewritten as

\[
\dot{X} = AX + \phi(X),
\] (5)

where

\[
X^T = (x_1, x_2, x_3, x_4), \quad A = \begin{pmatrix} -a & a & 0 & 0 \\ 1 & -1 & -1 & 0 \\ 0 & b & 0 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix},
\]

\[
\phi(X) = \begin{pmatrix} -aw(\phi) x_1 \\ 0 \\ 0 \\ 0 \end{pmatrix},
\] (6)

\[
\phi^T \phi = a^2 w^2(\phi) x_1^2 = X^T J X,
\]

\[
J = \begin{pmatrix} a^2 w^2(\phi) & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}.
\]

By introducing the impulsive effects into the model [20], we obtain the following memristive chaotic system with impulsive effects:

\[
X = AX + \phi(X) \quad t \neq \tau_k, \quad \tau_k \in [\tau_k, \tau_k^*],
\]

\[
X(\tau_k^+) = BX(\tau_k^*), \quad t = \tau_k,
\] (7)

\[
X(\tau_0^+) = X_0, \quad k \in N.
\]
where $t_k$ denote the moments when impulsive control occurs. $[t^d_k, t^l_k]$ are impulsive time windows. We assume that $t^d_k - t^l_k = \delta$ (for all $k = 0, 1, 2, \ldots$), where $\delta > 0$ is a constant and $t^d_{k+1} - t^l_{k+1} = d$ (for all $k = 0, 1, 2, \ldots$), where $d > 0$ is a constant; that is, $t^d_k = t^d_0 + k(\delta + d)$ and $t^l_k = t^l_0 + k(\delta + d) + d$, $t^d_0 < t^l_0 < t^d_1 < t^l_1 \leq \cdots \leq t^d_k < t^l_k \leq t^d_{k+1} < t^l_{k+1}$, $\lim_{k \to \infty} t_k = \infty$. We can see that a memristor-based chaotic circuit system with impulsive time windows is more difficult to research than the system with fixed-time impulse.

The following definitions and lemmas are presented for the derivation of the main results.

Definition 1 (see [21]). Let $V : R_+ \times R^n \to R$; then $V$ is said to belong to class $V_0$ if

1. $V$ is continuous in $(t, k) \times R^n$ and, for each $x \in R^n$,
   \[ \lim_{(t, y) \to (t^*_k, x)} V(t, y) = V(t^*_k, x) \] (8)
   exist, for any $k = 1, 2, \ldots$

2. $V$ is locally Lipschitz in $x$ and $V(t, 0) = 0$ for all $t \in R^+$.

Definition 2. Let $V \in V_0$ and assume that

\[
D^+ V(t, x) \leq g(t, V(t, x)) \quad t \neq t_k, \quad t_k \in \left[ t^d_k, t^l_k \right],
\]

\[
V(t_k, x(t^d_k)) \leq \psi_k \left( V(t^d_k, x(t^d_k)) \right), \quad V(t_k, x(t^l_k)) \leq \psi_k \left( V(t^l_k, x(t^l_k)) \right),
\] (9)

where $g : R^+ \times R \to R$ is continuous and $\psi_k$ is nondecreasing. Then the following system:

\[
\omega = g(t, \omega) \quad t \neq t_k, \quad t_k \in \left[ t^d_k, t^l_k \right],
\]

\[
\omega(t_k) = \psi_k \left( \omega(t^d_k) \right), \quad \omega(t^l_k) = \omega(t^d_k)
\] (10)

is called the comparison system of (7).

**Lemma 3** (see [22]). Given any real matrices $\sum_1, \sum_2$ of appropriate dimensions and a scalar $\varepsilon > 0$, then the following inequality holds:

\[
\sum \sum \sum \sum \leq \varepsilon \sum \sum \sum \varepsilon^{-1} \sum \sum . \]

Definition 4. Assume that

1. $f(t, 0) = 0$, $g(t, 0) = 0$, and $\psi_k(0, 0) = 0$ and $U(k, 0)$ for all $k$;
2. $V : R_+ \times S_0 \to R_+, \rho > 0, V \in V_0, D^+ V(t, x) \leq g(t, V(t, x)), t \neq t_k$;
3. there exists a $\rho_0$ such that $x(t^d_k) \in S_{\rho_0}$, implying that $x(t^d_k) \in S_\rho$ for all $k$ and $V(t_k, x(t^d_k)) \leq \psi(V(t^d_k), x(t^d_k))$, $V(t_k, x(t^l_k)) \in S_{\rho_0}$;
4. $\beta(x) \leq V(t, x) \leq \alpha(x)$ on $R_+ \times S_\rho$, where $\alpha, \beta \in k$.

Then the stability properties of the trivial solution of comparison system (10) imply the corresponding stability properties of the trivial solution of (7).

**Lemma 5.** Consider the following system:

\[
\dot{\omega} = \lambda(t) \quad t \neq t_k, \quad t_k \in \left[ t^d_k, t^l_k \right],
\]

\[
\omega(t^d_k) = d_k \omega(t^l_k),
\]

\[
\omega(t^l_k) = \omega(t^d_k) \geq 0 \quad k \in N,
\]

where $\lambda \in C^1[R_+, R_+], \lambda(t) \geq 0, \forall k \in N$; then the trivial solution of (7) is asymptotically stable if

\[
\lambda(t^d_k) - \lambda(t^l_k) + \ln(\gamma d_k) \leq 0
\] (13)

for all $k \in N$, where $\gamma > 1$ is satisfied.
Proof. Let \( \omega(t, \tau_0, \omega_0) \) be any solution of the following comparison system (12). Then we have

\[
\omega(t, \tau_0, \omega_0) = \omega_0 e^{\lambda(t-\lambda(\tau_0))} \prod_{j=1}^{k} d_j e^{-\lambda(\tau_j) + \lambda(\tau'_j)}, t \in [\tau_k, \tau_{k+1}).
\]  

(14)

From \( \lambda(r'_{k+1}) - \lambda(r'_k) + \ln(yd_k) \leq 0 \) we know that

\[
\lambda(r'_{k+1}) - 2\lambda(r'_k) + \lambda(r_k) + \ln(yd_k) \leq 0,
\]

(15)

\[
\lambda(r_{k+1}) - 2\lambda(r_k) + \lambda(r_k) + \ln(yd_k) \leq 0.
\]

So \( d_k e^{\lambda(r_{k+1}) - 2\lambda(r_k + r'_k)} \leq 1/y^k \), from (14) we know that, for \( t \in [\tau_k, \tau_{k+1}) \),

\[
\omega(t, \tau_0, \omega_0) = \omega_0 e^{\lambda(t-\lambda(\tau_0))} \prod_{j=1}^{k} d_j e^{-\lambda(\tau_j) + \lambda(\tau'_j)} 
\leq \omega_0 \left( \prod_{j=1}^{k} d_j e^{-\lambda(\tau_j) + \lambda(\tau'_j)} \right). e^{\lambda(t-\lambda(\tau_0))} 
= \omega_0 \left( \prod_{j=1}^{k} d_j e^{-\lambda(\tau_j) + \lambda(\tau'_j)} \right). e^{\lambda(t-\lambda(\tau_0))} 
= \frac{\omega_0}{y^k} e^{\lambda(t-\lambda(\tau_0))}, \quad t \in [\tau_k, \tau_{k+1}).
\]

Hence \( \lim_{t \to \infty} \omega(t, \tau_0, \omega_0) = 0 \). We thus proved that the trivial solution of system (12) is asymptotically stable. Following Lemma 5 we know that the origin of system (7) is asymptotically stable.

3. Main Results

In this section, the problem of impulsive control for memristive chaotic system with impulsive time window is studied. We will find the impulsive time window \( [r'_{k+1}, r'_k] \) such that the memristive chaotic system (7) is impulsively asymptotically stable. To do so, we give the following theorem and corollary.

**Theorem 6.** The matrix \( P \) is symmetric and positive definite; let \( d_1 > 0, d_2 > 0 \) be the smallest and the largest eigenvalues of \( P \); let \( Q = A^T P + PA \), where \( A^T \) is the transpose of \( A \), and \( d_3 \) is the largest eigenvalue of \( P^{-1} Q \), \( d_4 \) is the largest eigenvalue of the matrix \( P^{-1} B^T P B \), respectively, and \( \delta = r'_k - r'_k > 0, \) \( d = r'_{k+1} - r'_k > 0; \phi(X) \) is continuous and \( \| \phi(X) \| \leq L \| X \| \) with \( L > 0 \) being a constant. Then the origin of memristor-based chaotic circuit system with impulsive time windows (7) is asymptotically stable if there exists a \( \xi > 1 \) such that 0 \( \leq d_3 + 2L (d_3/d_1) \leq -\ln(\xi d_4 / (2\delta + d)). \)

Proof. Let the Lyapunov function be in the form of \( V(t, X) = X^T P X \).

For \( t \neq \tau_k \), we have

\[
D^+ V(t, X) = X^T P X + X^T P X 
= (AX + \phi(X))^T P X + X^T P (AX + \phi(X)) 
= X^T A^T P X + \phi^T (X) P X + X^T P A X + X^T P \phi(X) 
= X^T (A^T P + PA) X + \phi^T (X) P X + X^T P \phi(X) 
\leq \left( d_3 + 2L d_3 / d_1 \right) V(t, x). 
\]

(17)

Hence the second condition of Definition 4 is satisfied with \( g(t, \omega) = (d_3 + 2L (d_3/d_1)) \omega \).

Since \( \| X(r'_k) \| = \| B X(r'_k) \| \leq \| B \| \| X(r'_k) \| \) and \( \| B \| \) is finite, there exists a \( \rho > 0 \) and \( X(r'_k) \in S_\rho \), such that \( X(r'_k) \in S_\rho \).

For \( t = \tau_k \), we have

\[
V(t, X(\tau'_k)) = (B X(\tau'_k))^T P (B X(\tau'_k)) 
= (X(\tau'_k))^T (B^T P B) X(\tau'_k) 
\leq d_4 V(\tau'_k, X(\tau'_k)). 
\]

(18)

Hence condition 3 of Definition 4 is satisfied with \( \psi_k(\omega(r'_k), \omega(r'_k)) = d_4 \omega(r'_k) \). And we have \( d_4 \| X \|^2 \leq V(X) \leq \delta \| X \|^2 \).

Therefore, condition 4 of Definition 4 is also satisfied with \( \beta(x) = d_1 x \) and \( \alpha(x) = d_2 x \). It follows from Definition 4 that the asymptotic stability of the memristor-based chaotic circuit system with impulsive time windows (7) is implied by that of the comparison system:

\[
\dot{\omega} = \left( d_3 + 2L \delta d_2 / d_1 \right) \omega \quad t \neq \tau_k, \quad \tau_k \in [r'_k, r'_k], k \in N,
\]

(19)

\[
\omega(\tau'_k) = d_4 \omega(r'_k), \quad \omega(\tau'_0) = \omega_0 > 0.
\]

It follows from Lemma 5 that if

\[
\int_{\tau'_k}^{r'_{k+1}} \left( d_3 + 2L \delta d_2 / d_1 \right) dt + \ln(\xi d_4) \leq 0 \quad \xi > 1,
\]

(20)

that is,

\[
\left( d_3 + 2L \delta d_2 / d_1 \right) (r'_{k+1} - r'_k) \leq -\ln(\xi d_4) \quad \xi > 1,
\]

(21)

is satisfied, then the origin of (7) is asymptotically stable. □

**Remark 7.** Theorem 6 gives the sufficient conditions for the asymptotic stability for controlling the systems to the origin. Without loss of generality, let the matrix \( P = E \); then we get the following corollary.
Corollary 8. Let \( d_1 \) be the largest eigenvalue of \( B^T B \) and \( q = \|J\| \), let \( d_2 \) be the largest eigenvalue of \( A^T + A \), and let impulses be equidistant with an interval \( \delta > 0 \). If
\[
0 < (d_2 + \epsilon q + \epsilon^{-1}) \leq -\frac{1}{2\delta + d} \ln \xi d_1, \quad (22)
\]
then the origin of impulsively controlled memristor-based chaotic circuit system with impulsive time windows (7) is asymptotically stable.

Proof. Let the Lyapunov function be in the form of \( V(t, X) = X^T X \).

For \( t \neq \tau_k \), from Lemma 3, we have that
\[
D^+ V(t, X) = X^T AX + X^T A^T X + X^T \phi(X) + \phi^T(X) X
\]
\[
= X^T (A + A^T) X + X^T \phi(X) + \phi^T(X) X
\]
\[
\leq \left( d_2 + \epsilon q + \epsilon^{-1} \right) V(t, X).
\]
\[
(23)
\]

Hence the second condition of Definition 4 is satisfied with \( g(t, \omega) = (d_2 + \epsilon q + \epsilon^{-1}) \omega \).

Since \( \|x(t_k)\| = \|B x(t_k)\| \leq \|B\| \|x(t_k)\| \) and \( \|B\| \) is finite, there exists a \( \rho_0 > 0 \) and \( x(t_k) \in S_{\rho_0} \), such that \( x(t_k) \in S_{\rho_0} \).

For \( t = \tau_k \), we have
\[
V(t_k, x(t_k)) = (B x(t_k))^T (B x(t_k))
\]
\[
= x(t_k)^T B^T B x(t_k),
\]
\[
\leq d_1 V(t_k, x(t_k)).
\]
\[
(24)
\]

Hence the third condition of Definition 4 is satisfied with \( \psi(x(t_k), x(t_k)) = d_1 \omega (t_k) \); the fourth condition of Definition 4 is also satisfied. It follows from Definition 4 that the asymptotic stability of the memristor-based chaotic circuit system with impulsive time windows (7) is implied by that of the comparison system:

\[
\omega = (d_2 + \epsilon q + \epsilon^{-1}) \omega \quad t \neq \tau_k, \quad \tau_k \in [t_k, t_{k+1}),
\]
\[
\omega(t_k) = d_1 \omega(t_k),
\]
\[
\omega(t_0) = \omega_0 \geq 0 \quad k \in N.
\]
\[
(25)
\]

Since \( 0 < (d_2 + \epsilon q + \epsilon^{-1}) \leq -(1/(2\delta + d)) \ln \xi d_1 \), we have
\[
\int_{t_k}^{t_{k+1}} (d_2 + \epsilon q + \epsilon^{-1}) dt + \ln (\xi d_1) \leq 0 \quad \forall k \in N.
\]
\[
(26)
\]

It follows from Lemma 5 that (12) is asymptotically stable. And from Definition 4 we conclude that the trivial solution of (7) is asymptotically stable. □

Remark 9. The above theorem gives an estimation of the upper boundary of \( 2\delta + d \).
\[
(2\delta + d)_{\text{max}} = -\frac{\ln (\xi d_1)}{d_2 + \epsilon q + \epsilon^{-1}} \quad (\xi > 1).
\]
\[
(27)
\]

From above we can see that \( d_1 \) should satisfy \( 0 < d_1 < 1 \). If \( \tau_k = t_k^* = t_{k+1}^* \), we get the following corollary.

Corollary 10. Le \( \lambda_1 \) be the largest eigenvalue of \( (I + B^T)(I + B) \) and \( q = \|J\| \). Let \( \lambda_2 \) be the largest eigenvalue of \( (A + A^T) \) and impulses equidistant with an interval \( \delta > 0 \). If \( 0 \leq \lambda_2 + \epsilon q + \epsilon^{-1} \leq -(1/\delta) \ln (\xi \lambda_1) \), \( \xi > 1 \), then the impulsively controlled memristor-based chaotic circuit system with impulsive time windows (7) at \( \tau_k = t_k^* = t_{k+1}^* \) is asymptotically stable.

Remark 11. If the impulse window \( \tau_k = t_k^* = t_{k+1}^* \), the impulse time window is reduced into the fixed moment impulse, and Corollary 10 is reduced into Theorem 1 results in [20], which shows that we obtained Theorem 6 is more general.

4. Numerical Example

Example 1. We consider the impulsively controlled memristor-based chaotic circuit system with impulsive time windows
\[
\dot{X} = AX + \phi(X) \quad t \neq \tau_k, \quad \tau_k \in [t_k^*, t_{k+1}^*),
\]
\[
X(t_k^*) = B X(t_k^*) \quad t = \tau_k,
\]
\[
X(t_0^*) = X_0, \quad k \in N.
\]
\[
(28)
\]
In this example, we choose the matrix \( B \) as
\[
B = \begin{pmatrix}
k & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{pmatrix}; \quad \text{then}
\]
\[
B^T B = \begin{pmatrix}
k^2 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix},
\]
whose largest eigenvalue is given by \( d_1 = \max(1, k^2) \). Since \( d_1 \in (0, 1) \) should be satisfied, we know that \( k \in (-1, 0) \cup (0, 1) \). Let the parameters be \( a = 1/5.6 \times 10^{-6}, b = 1/14.5 \); then we have
\[
A = \begin{pmatrix}
-\frac{1}{5.6} \times 10^{-6} & \frac{1}{5.6} \times 10^{-6} & 0 & 0 \\
1 & -1 & -1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{pmatrix},
\]
\[
A + A^T = \begin{pmatrix}
-3.5714 \times 10^{-7} & 1 & 0 & 0 \\
1 & -2 & -0.9310 & 0 \\
0 & -0.9310 & 0 & 0 \\
1 & 0 & 0 & 0
\end{pmatrix}.
\]
We find that \( d_2 = 1.2190 \); then the stable region for \( 2\delta + d \) is
\[
0 < 2\delta + d \leq -\frac{\ln \xi + \ln k^2}{1.2190 + \varepsilon q + \varepsilon^{-1}} \quad k \in (-1, 0) \cup (0, 1).
\]
Taking the initial condition \((x_1(0), x_2(0), x_3(0), x_4(0)) = (0.1254, 0.1402, 0.0921, 0.0007), \delta = 0.005\),

\[
B = \begin{pmatrix}
-1.8 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{pmatrix}.
\] (32)

Figure 3 shows the stable region for different \(\xi\). The entire region under the curve \(\xi = 1\) is the stable region; when \(\xi \to \infty\), the stable region approaches a vertical line \(k = 0\). Figure 4 shows the stable results within the stable region with \(k = -1.8, \delta = 0.005\); we conclude that the memristor-based chaotic circuit system with impulsive time windows (7) is asymptotically stable. Figure 4 shows the asymptotically stable memristor-based chaotic circuit system with weak control.

5. Conclusions

In this paper, we investigated the problem of impulsive control for a class of memristive chaotic systems with impulsive time windows. The new impulsive control strategy where the impulsive effects can occur at a random moment of a determined time interval has been formulated. By using comparison principle, some sufficient conditions which ensure asymptotic stability for the model considered have been obtained. Future research topics include the extension of the results to more high-order memristive systems and delay memristive systems.
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