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The stability of water service is a hot point in industrial production, public safety, and academic research. The paper establishes a service evaluation model for the water distribution network (WDN). The serviceability is measured in three aspects: (1) the functionality of structural components under disaster environment; (2) the recognition of cascading failure process; and (3) the calculation of system reliability. The node and edge failures in WDN are interrelated under seismic excitations. The cascading failure process is provided with the balance of water supply and demand. The matrix-based system reliability (MSR) method is used to represent the system events and calculate the nonfailure probability. An example is used to illustrate the proposed method. The cascading failure processes with different node failures are simulated. The serviceability is analyzed. The critical node can be identified. The result shows that the aged network has a greater influence on the system service under seismic scenario. The maintenance could improve the antidisaster ability of WDN. Priority should be given to controlling the time between the initial failure and the first secondary failure, for taking postdisaster emergency measures within this time period can largely cut down the spread of cascade effect in the whole WDN.

1. Introduction

Water distribution network (WDN) is a basic component in civil infrastructure systems. Its stability and reliability are important to ensure industrial production and public safety. Nowadays, WDN has developed into a large-scale network with thousands of pipes and nodes [1]. In such circumstance, how to design, improve, monitor, and repair the components efficiently in WDN becomes a critical problem in risk and reliability analysis. However, such analyses are often challenging due to complex network topology [2], components interdependency [3], and hydraulic calculation. Component failures may lead to the cascade effects and secondary failures under seismic scenario [4, 5]. This cascade reaction will prolong the repair cycle and lead to economic losses [6]. Therefore, it is necessary to quantify the effects of such cascading failures, to develop a system reliability evaluation method under natural hazards and to further analyze the serviceability of the WDN.

Studies on the WDN reliability under seismic scenario have been attracting extensive attention. Shinozuka et al. [7] analyzed the WDN of Memphis and evaluated the consumer demand under seismic scenario. Hwang et al. [8] analyzed the damage of pipes and the soil liquefaction under seismic scenario by using GIS technology. The serviceability was simulated by using Monte Carlo method. Regarding the power system as the backup of WDN, Adachi and Ellingwood [9] made serviceability analysis on the interaction influence of the power system and WDN under seismic scenario. Brink et al. [10] evaluated and compared the WDN emergency measures of Los Angeles Hydropower Board under seismic scenario. However, the studies above are concentrated on the reliability and serviceability of pipe network under seismic scenario, instead of considering the effect of cascade.
The identification of critical nodes is an important aspect of the system design and antidisaster ability of urban infrastructure. Research shows that the failure of the critical nodes or edges may trigger the disastrous consequences, such as widespread avalanche and complete collapse. The research is focused on cascading failure of complex network, which is to find out the critical nodes of the network. Furthermore, an important step in WDN evaluation under seismic scenario is to identify the nodes which influence the serviceability seriously. Hence, to WDN, analyzing the serviceability of the system and identifying the critical nodes are crucial in guaranteeing the urban safety.

To analyze the serviceability in WDN, technologies from complex network and system reliability can be used. The serviceability can be measured in three perspectives: (1) functionlity of structural components under disaster environment; (2) recognition of cascading failure process; and (3) reliability calculation and further evaluation of the system serviceability.

This paper studies the serviceability of WDN in cascading failure caused by seismic action. Three factors, that is, the seismic attenuation, cascading failure, and reliability of water supply, are taken into consideration. The cascading failure process is provided with the balancing of water supply and demand. The node and edge failures in WDN are interrelated under seismic excitations. The matrix-based system reliability (MSR) method is used to represent the system events and calculate the nonfailure probability. The influence of serviceability is evaluated with system reliability and cascading failure process. This method is applied to WDN. On the consideration of the antiseismic reliability of the single component and the whole system, the paper analyzes the influence of the network tolerance parameter on system serviceability. The method adopted in the paper can help the decision-makers to identify the critical nodes, resist the possible widespread network failure under disasters, and improve the WDN serviceability.

2. Simulation of the Cascading Failure Process in WDN

2.1. Cascading Failure Model. The load distribution on the network is determined by many factors. The load can be the material, information, and energy. In many entity networks, the load is transmitted along the edges based on the strategy of shortest path. The nodal capacity is the maximum load that a node can bear. As the goal of system optimization is to maximize the system operation effects with the minimum cost, it can be assumed that there exists a proportional relation between the bearing capacity and the initial load:

\[ C = (1 + \alpha) L, \]  \hspace{1cm} (1)

where \( C \) is the node capacity; \( L \) is the node load; \( \alpha \) is the tolerance parameter, \( 0 \leq \alpha \leq 1 \). \( \alpha \) is a tunable parameter. It gives a way to control the strength of the capacity.

When the load is out of the capacity range, the node loses its functions and triggers the flow redistribution. The flow redistribution may lead to new failure nodes. This step-by-step process is a cascading failure. Time \( t \) is used to describe the cascading failure step. In the paper, \( t \) is used for an algorithmic step. \( t = 0 \) indicates no failure in WDN. \( t = 1 \) describes the initial failure. \( t = 2, 3, \ldots \) show the cascading failure process.

2.2. Cascading Failure Modelling in WDN. Whether a node in WDN can provide sufficient pressure and flow to the customers is the basic condition to judge the system operation. The service pressure is defined as the load. The nodal pressure is neither too high nor too low. In this scenario, a water node is operational if it can operate effectively and it functions as intended. It required that the nodal pressure is neither less than the design lowest nor higher than its capacity. The highest capacity is calculated by (1). After the initial node is attacked, if there are other nodes' loads out of its capacity range, new failure nodes are generated. The end condition is that no other node loses its function.

In order to measure the cascading failure in WDN after a particular node failed, it is assumed that the consequence of a failure node is completely damaged. Its adjacent edges quit from the system after the attack. Therefore, the failure is equivalent to deleting the node and its adjacent edges from the water network, which means the network's topology changed. With changes in the WDN topology structure, the water flow redistributed. Pressure of the operational nodes is calculated according to the laws of conservation of mass and energy. The Newton-Raphson method and node equations are involved to simulate the pressure throughout the network. Figure 1 shows the flowchart of cascading failure simulation in WDN.

3. System Reliability

3.1. Matrix-Based System Reliability Method. In recent year, the MSR method has been developed into an effective tool for calculating system reliability. The principle is matrix-based calculation. This method has been proved to be capable of being applied to the components with statistical correlation, series system, and parallel system. Assume that a system has \( n \)-independent components. The \( i \)th component has two states, that is, nonfailure or failure. Then, the sample space can be divided into \( N = 2^n \) mutually exclusive and collectively exhaustive (MECE) events which are represented by \( e_j \) \( (j = 1, 2, \ldots, N) \). The system events can be described by event vector \( c \). When \( e_j \) represents a system event, the element value of \( c \) corresponding to component \( j \) is set as 1; otherwise it is set as 0. Set the probability of \( e_j \) as \( p_j = P(e_j) \). According to the mutual exclusiveness of \( e_j \), \( P(E_{sys}) \) of \( E_{sys} \) can be calculated by the sum of \( p_j \). Therefore, the probability of any system event (\( E_{sys} \)) can be calculated through the inner product of two vectors:

\[ P(E_{sys}) = \sum_{j \in E_{sys}} p_j = c^T p, \]  \hspace{1cm} (2)

where \( p \) contains the probability vector of \( p_j, j = 1, \ldots, N \).
Let $c^E$ denote the event vector of event $E$; the vector of its complementary event $c^\overline{E}$ is

$$c^\overline{E} = 1 - c^E.$$

Then the intersection event and union event of events\n$$c^{E_1 \cap \cdots \cap E_n} = c^{E_1} \ast c^{E_2} \ast \cdots \ast c^{E_n},$$

$$c^{E_1 \cup \cdots \cup E_n} = 1 - (1 - c^{E_1}) \ast (1 - c^{E_2}) \ast \cdots \ast (1 - c^{E_n}),$$

where \(\ast\) represents the multiplication between the elements of the matrix, which can be calculated by MATLAB. Equation (2) can be used to calculate the vector of any system event $E_{sys}$.

When the components are statistically correlated, (2) is not able to calculate the system probability. Instead, the minimum (maximum) probability of a system event can be established by linear programming (LP), so as to get the optimization boundary of the system event $E_{sys}$.

The system reliability event in (5) is defined in terms of components $C_k, k = 1, \ldots, K$, whose joint realizations constitute realizations of the system state $E_{sys}$; $C_k$ denotes the set of components that constitute the $k$th subsystem. The subsystem is a connected network constituted by the remaining operational nodes after cascading failures. Different nodes lead to different failure process. The subsystem reliabilities

\[ E_{sys} = \bigcup_{k=1}^{K} \bigcap_{i \in C_k} E_i, \]
constituted by the operational nodes at each time are also different. The reason is due to the hydraulic properties of the WDN and the topological structure of the pipe network.

Firstly, from the aspect of hydraulic properties, the WDN is a directed network. The upstream failure leads to the downstream failure which is directly connected with the upstream one. On the contrary, the downstream nodal failure does not result in the failure of the upstream nodes. The upstream nodes can supply water continually.

Secondly, from the aspect of network topology, when cascading failure occurred, (1) if the failure nodes correspond to the series position, the subsystem reliability increases. For example, in Figure 2(a), Node 0 is the supply node of the series system. The reliabilities of the three subnodes are 0.5, 0.3, and 0.3, respectively. Assume that the nodes are independent; the system reliability is $E_0 \cap E_1 \cap E_2 = 0.5 \times 0.3 \times 0.3 = 0.045$. If Node 2 at the tail end fails while Node 0 and Node 1 can still supply water (i.e., the pressures within the capacity), the system reliability increases to $E_0 \cap E_1 = 0.5 \times 0.3 = 0.15$. (2) If the failure nodes correspond to the parallel position, the subsystem reliability decreases. For example, in Figure 2(b), Node 0 is the supply node of the parallel system. The reliabilities of the three subnodes are 0.5, 0.3, and 0.3, respectively. The system reliability is $E_0 \cap E_1 \cup E_2 = 0.5 \times (0.3 + 0.3) = 0.3$. If Node 2 fails and it does not affect the supply of Node 0 and Node 1, the system reliability decreases to $E_0 \cap E_1 = 0.5 \times 0.3 = 0.15$.

3.3. Serviceability. The serviceability of WDN after earthquake contains two aspects: (1) the simulation of the failure state and (2) the analysis on the serviceability of the damaged network. After analyzing the influence of cascading failure and seismic action on WDN, it is necessary to measure the serviceability of the subsystem. Adachi and Ellingwood [9] developed the serviceability ratio. The serviceability ratio of WDN is related to the connectivity number of water distribution nodes. The serviceability ratio is given as

$$S = \frac{\sum_{i=1}^{N} (\omega_i X_i)}{\sum_{i=1}^{N} \omega_i},$$

where $S$ represents the serviceability ratio; $\omega$ is the weight; $X$ is the functionality of the infrastructure; $X = 1$ indicates that the functionality of the infrastructure is effective; otherwise $X = 0$; $N$ is the number of nodes in WDN.

The serviceability of WDN after earthquake should consider (1) the influence of seismic action on work nodes; (2) failure state caused by cascading failures; and (3) the serviceability of subsystem, comprehensively. Therefore, the aseismic reliability factor of the subsystem is taken into consideration based on (6). Equation (6) can be improved into (7). Equation (7) describes the serviceability of WDN after earthquake:

$$S = \frac{\sum_{i=1}^{N} (\omega_i X_i)}{\sum_{i=1}^{N} \omega_i} P \left( E_{sys}^t \right),$$

where $P(E_{sys}^t)$ is the system reliability event constituted by the work nodes at time $t$. The smaller the computed result of $\sum_{i=1}^{N} \omega_i X_i$ is, the fewer the function-effective infrastructures will be. The smaller the value of $P(E_{sys}^t)$ is, the lower the reliability probability of the system will be. As a result, $S$ is ranging between 0 and 1; the smaller $S$ is, the greater the serviceability loss caused by the cascading failure after earthquake will be.

4. Data and Application Results

The proposed method is illustrated by an example. The WDN [25] is shown in Figure 3. The pipe information includes pipe number, flow direction, pipe diameter, and pipe length. The node information includes node number, nodal demand, and ground elevation. Assume the minimum pressure is 6 m to ensure the basic operation.

The overall procedure is as follows:

**Step 1** (network information)

(1) Provide WDN topology structure.
(2) Provide WDN hydraulic features.
(3) Calculate nodal load and capacity.

**Step 2** (hazard information)

(1) Assess the ground motion parameters of WDN components under seismic scenario.
(2) Calculate the failure probability of each component.

**Step 3** (cascading failure)

(1) Take one node in WDN as the initial failure node. Simulate the network topology after flow redistribution.
(2) If no new failure nodes are found, the cascading failure process stops.
(3) Simulate the cascading failure process of each node successively. Conduct the system event vector.

**Step 4 (serviceability)**

1. Calculate the system reliability according to the system event vector and failure probability.
2. Evaluate the serviceability ratio using system reliability.

### 4.1. Hydraulic Analysis

Each operational node in WDN utilizes the laws of conservation of mass and energy to determine pressure and flow distribution throughout the network [26]. Formulations for water system are described as follows:

1. For a junction node,
   \[ \sum Q_{\text{in}} - \sum Q_{\text{out}} = q_{\text{ext}}, \]  
   where \( Q_{\text{in}} \) and \( Q_{\text{out}} \) are the inflow and outflow of the node; \( q_{\text{ext}} \) is the external demand or supply.

2. For any path,
   \[ \sum_{i \in I} h_{L,i} + \sum_{j \in J} h_{P,j} = \Delta E, \]  
   where \( h_{L,i} \) is the head loss across component \( i \) along the path, \( h_{P,j} \) is the head added by pump \( j \), and \( \Delta E \) is the difference in energy between the end points of the path.

The friction \( h_{L,j} \) in each pipe is calculated using the Hazen-Williams equations, given as

\[ h_{L} = 10.654 \left( \frac{Q}{C} \right)^{1.852} \frac{1}{D^{4.87}} L, \]

where \( Q \) is the flow rate; \( C \) is the Hazen-Williams coefficient; \( D \) is the pipe diameter; and \( L \) is the pipe length.

(3) For closed loops that begin and end at the same point \( (\Delta E = 0) \),

\[ \sum_{i \in I_L} h_{L,i} = 0. \]  

(11)

### 4.2. Seismic Hazard

In order to measure the vulnerability of WDN components under seismic action, the paper takes a single seismic origin as the case and the earthquake magnitude is set as 7.0. The earthquake magnitude represents the strength of the earthquake. It is related to the energy released by the earthquake. The greater the release of energy is, the greater the magnitude of the earthquake will be. The peak ground acceleration (PGA) is used to propagate the earthquake intensity. PGA is equal to the maximum ground acceleration that occurred at a site during a particular earthquake. As the selection of attenuation function is not in the scope of this paper, the seismic intensity attenuation relation proposed by Toro et al. [27] is applied to describe the variation of PGA:

\[ \ln (\text{PGA}) = 2.20 + 0.81 \cdot (M_w - 6.0) - 1.27 \cdot \ln \left( \sqrt{R^2 + 9.3^2} \right) - (1.16 - 1.27) \cdot \max \left[ \ln \left( \frac{\sqrt{R^2 + 9.3^2}}{100} \right), 0.0 \right] - 0.0021 \sqrt{R^2 + 9.3^2} + \ln (1.52), \]

where \( M_w \) is the earthquake magnitude. The earthquake magnitude is assumed to 7.0. \( R \) is the distance between the site of interest (water node) and the epicenter. The distances of Nodes 1–17 in the network are 37,189, 37,804, 38,079, 38,075, 37,487, 37,693, 37,350, 37,323, 36,864, 36,666, 36,592, 36,754, 36,560, 35,567, 35,583, 35,881, and 35,531 km, respectively.
Structural fragility curves are essential for evaluation of the functionality of water distribution component under earthquake impact. The structural fragility in Adachi and Ellingwood [28] is used. The fragility of each component in the WDN is described by the lognormal cumulative distribution function (CDF):

\[
P_{f_\alpha}(x) = \int_{0}^{\infty} \frac{1}{\sqrt{2\pi}\xi_s} \exp \left[ -\frac{1}{2} \left( \frac{\ln(x) - \lambda}{\xi} \right)^2 \right] ds,
\]

where \(s\) is the ground motion intensity and \(\lambda\) and \(\xi\) are the median and standard deviation of the lognormal distribution, respectively. The fragilities are defined by median of 0.4 g and logarithmic standard deviation of 0.4 [29].

4.3. Cascading Failure Process. The cascading failure processes of WDN have been simulated with \(\alpha = 0.5\) and \(\alpha = 1.0\). The failure processes are shown in Table 1. It can be found that the number of secondary failure nodes has a significant reduction when the constraint condition of node bearing capacity is relaxed. As \(\alpha = 0.5\) and 1.0, the numbers of failure nodes among Nodes 2, 3, 4, 7, 8, 11, 12, 15, and 16 at \(t = 2\) are the same; as \(t \geq 3\), the failure scale of \(\alpha = 0.5\) is larger than that of \(\alpha = 1.0\). For other nodes, for example, Nodes 5, 6, 10, 13, 14, and 17, the failure scale of \(\alpha = 0.5\) is larger than that of \(\alpha = 1.0\) at \(t = 2\). This is obvious for Node 6 and Node 17: as \(\alpha = 0.5\), the nodal failure of Node 6 and Node 17 leads to the extra 10 and 11 failure nodes, respectively; as \(\alpha = 1.0\), the nodal failure of Node 6 and Node 17 cannot trigger the cascading failure. The cascading failure simulation is used to generate the connected link, which can be used to conduct the system event vector.

4.4. System Reliability. Take Node 5 (\(\alpha = 0.5\)) as an example. Figure 4 shows the connected state at \(t = 2\) and \(t = 3\). Node 5 is damaged under seismic action and its failure process can be divided into three stages. At \(t = 1\), Node 5 fails under the earthquake and its failure leads to the failure of its connected pipes which further results in the redistribution of WDN; at \(t = 2\), Nodes 4, 6, 8, 9, 10, 13, 14, and 17 fail successively; at \(t = 3\), Nodes 12 and 16 fail; then the system reaches a new stable state; that is, no new failure node occurs. The effective event vectors of supply node \(c^E_i\) (\(i = 1, 2, \ldots, 17\)) are constructed by (3a), (3b), (3c), and (5).

### Table 1: The cascading failure processes (\(\alpha = 0.5\) and \(\alpha = 1.0\)).

<table>
<thead>
<tr>
<th>Node</th>
<th>Failure process ((\alpha = 0.5))</th>
<th>Failure process ((\alpha = 1.0))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>All nodes failed</td>
<td>All nodes failed</td>
</tr>
<tr>
<td>2</td>
<td>2 → (3–10, 13, 14, 17) → (12, 16)</td>
<td>2 → (3–10, 13, 14, 17) → (16)</td>
</tr>
<tr>
<td>3</td>
<td>3 → (4, 5, 6, 9, 10, 13, 14, 17) → (8, 12, 16)</td>
<td>3 → (4, 5, 6, 9, 10, 13, 14, 17) → (16)</td>
</tr>
<tr>
<td>4</td>
<td>4 → (3, 5, 6, 9, 10, 13, 14, 17) → (8, 12, 16)</td>
<td>4 → (3, 5, 6, 9, 10, 13, 14, 17) → (16)</td>
</tr>
<tr>
<td>5</td>
<td>5 → (4, 6, 8, 9, 10, 13, 14, 17) → (12, 16)</td>
<td>5 → (4, 6, 8, 9, 10, 13, 14, 17) → (3, 16)</td>
</tr>
<tr>
<td>6</td>
<td>6 → (5, 9, 10, 14, 17) → (4, 8, 13, 16) → (12)</td>
<td>6 → no more failure nodes</td>
</tr>
<tr>
<td>7</td>
<td>7 → (8, 14) → (5, 6, 9, 10, 13, 16, 17) → (4, 12)</td>
<td>7 → (8, 14) → (6, 10, 17)</td>
</tr>
<tr>
<td>8</td>
<td>8 → (7, 14) → (5, 6, 9, 10, 13, 16, 17) → (4, 12)</td>
<td>8 → (7, 14) → (6, 10, 17)</td>
</tr>
<tr>
<td>9</td>
<td>9 → (5, 6, 10, 13, 14, 16, 17) → (4, 8, 12)</td>
<td>9 → (6, 14) → (5, 10, 17) → (4) → (3)</td>
</tr>
<tr>
<td>10</td>
<td>10 → (5, 6, 9, 14) → (4, 8, 13, 16, 17) → (12)</td>
<td>10 → (6, 14) → (17)</td>
</tr>
<tr>
<td>11</td>
<td>11 → (6, 10, 12–17) → (4, 5, 9) → (3, 8)</td>
<td>11 → (6, 10, 12–17)</td>
</tr>
<tr>
<td>12</td>
<td>12 → (13, 14) → (5, 6, 9, 10, 16, 17) → (4, 8)</td>
<td>12 → (13, 14) → (6, 10, 17) → (16)</td>
</tr>
<tr>
<td>13</td>
<td>13 → (12, 14, 16, 17) → (5, 6, 9, 10) → (4, 8)</td>
<td>13 → (12)</td>
</tr>
<tr>
<td>14</td>
<td>14 → (5, 6, 9, 10, 13, 16, 17) → (4, 8, 12)</td>
<td>14 → (6, 10, 17)</td>
</tr>
<tr>
<td>15</td>
<td>15 → (14, 16, 17) → (5, 6, 9, 10, 13) → (4, 8, 12)</td>
<td>15 → (14, 16, 17) → (6, 10)</td>
</tr>
<tr>
<td>16</td>
<td>16 → (14, 15, 17) → (5, 6, 9, 10, 13) → (4, 8, 12)</td>
<td>16 → (14, 15, 17) → (6, 10)</td>
</tr>
<tr>
<td>17</td>
<td>17 → (13, 16) → (6, 10, 12, 14) → (4, 5, 9) → (3, 8)</td>
<td>17 → no more failure nodes</td>
</tr>
</tbody>
</table>

![Figure 4: The state of WDN after Node 5 failed.](image-url)
At $t = 2$, Nodes 4, 6, 8, 9, 10, 13, 14, and 17 fail and the remaining connected nodes are Nodes 1, 2, 3, 7, 11, 12, 15, and 16. The system event vector can be expressed as

$$E_{\text{sys}}^{5-II} = E_1 \cap \left( \left[ E_2 \cap (E_3 \cup E_5) \right] \cup \left[ E_{11} \cap (E_{12} \cup (E_{15} \cap E_{16})) \right] \right).$$

At $t = 3$, Nodes 12 and 16 fail. The remaining connected nodes are Nodes 1, 2, 3, 7, 11, and 15. The system event vector can be expressed as

$$E_{\text{sys}}^{5-III} = E_1 \cap \left( \left[ E_2 \cap (E_3 \cup E_7) \right] \cup \left[ E_{11} \cap E_{15} \cap E_{16} \right] \right).$$

Similarly, by the change of network topology after the cascading failure occurred, we can construct the subsystem event vector constituted by the remaining work nodes at each time. After the supply Node 1 fails, Nodes 2–17 are bound to fail in the absence of other supplies, so the supply node is the most critical node. Here, we focus on Nodes 2–17 in the influence of cascading failure and seismic action.

Simulations are made successively with Nodes 2–17 failure. Construct the connected graph of the remaining work nodes at each time. Calculate the functionality of the system under seismic action by (13). The subsystem event is constituted by the remaining work nodes after cascading failure occurs. Different failure nodes lead to different remaining nodes which constitute different subsystems. Consider the spatial correlation of the nodes; use LP method (4) to calculate the boundary of system reliability probability. Define the average of the supremum and infimum boundary as the system reliability.

Figure 5 shows the trendline of the system reliability at different time. In Figure 5, the purple line represents the reliability of the single node under seismic action. The blue line, red line, and green line represent the subsystem reliability at $t = 2, 3,$ and 4, respectively. The system reliability is influenced by three aspects: (1) the distance from network components to the epicenter; (2) the functionality of nodes; and (3) the change of the network topology. The change of the network topology is obtained from the constraints conditions of load and capacity. First of all, it can be seen that the system reliability is lower than that of the components. Secondly, as shown in Figure 5(a), the fluctuation of system reliability is obvious; this is mainly because the small value of $\alpha$ and the low upper-limit of bearing capacity lead to the enlargement of unconnected scope. Thirdly, when $\alpha = 0.5$, Node 2’s system reliability reduces at $t = 3$ which means Node 2 corresponds to the parallel position. Other nodes at each time are close to the series position with an increased system reliability. When $\alpha = 1.0$, Node 5 at $t = 3$ and Node 9 at $t = 4$ are close to the parallel position. Other nodes at each time are close to the series position.

4.5. Serviceability. Based on the efficiency analysis of the subsystem under seismic action, the serviceability of WDN is analyzed also. Consider the weight factor $\omega$ as the pipe length $L$. The computed result is shown in Figures 6 and 7.

Figure 6 illustrates the serviceability ratio at each time step under different tolerance parameters ($\alpha = 0.5$ and $\alpha = 1.0$). In Figure 6, the blue bar, red bar, and green bar represent the serviceability ratio at $t = 2, 3,$ and 4, respectively. As the process of cascading failure, earthquake, and service area have been taken into consideration, the result shows that, with the progress of cascading failure, the remaining serviceability is gradually declining while the service failure is increasing. There is a great difference between $t = 2$ and $t = 3$, indicating that the first secondary failures caused by the failure of initial node lead to a significant decline of serviceability. Therefore, it is necessary to control the cascading failure between $t = 2$ and $t = 3$.

Specific to $t = 2$ and $t = 3$, Figure 7 shows the difference on serviceability ratio. In Figure 7, the blue line and the red
line represent the serviceability ratio under $\alpha = 0.5$ and $\alpha = 1.0$, respectively. The serviceability when $\alpha = 1.0$ is higher than or equal to those when $\alpha = 0.5$. This is mainly because the maximum pressure constraint is more relaxed as $\alpha = 1.0$. It should be noted that the serviceability ratio of Node 2 remains unchanged. In Figure 7(a), Nodes 2, 3, 4, 7, 8, and 12 have the same serviceability ratio at $t = 2$ under $\alpha = 0.5$ and $\alpha = 1.0$. In Figure 7(b), Nodes 2 and 5 have the same serviceability ratio at $t = 3$ under $\alpha = 0.5$ and $\alpha = 1.0$. The intersection of Figures 7(a) and 7(b) is Node 2. It is thus clear that the serviceability of Node 2 under any tolerance parameter always is the minimum one, which indicates that Node 2 is the most critical node. A backup device is needed to Node 2 to enhance the antidisaster ability of the system.

5. Conclusion

To evaluate the serviceability of WDN under seismic scenario, the component functionality and the cascading failures are taken into consideration. The serviceability is measured in three aspects: (1) functionality of structural components under disaster environment; (2) recognition of cascading failure process, that is, the connectivity loss between node-links; and (3) calculation of the subsystem reliability. Results show that the topological position of the failure nodes can be measure by the subsystem reliability. The critical node can be identified. Secondly, under different values of $\alpha$, the serviceability of the subsystem presents a great difference which can be attributed to the different failure processes.
under cascade effect. Thirdly, it is necessary to control the cascading failure between \( t = 2 \) and \( t = 3 \). Conducting timely repair and maintenance to WDN before and during this period can enhance the anti-disaster ability of WDN.

Further research should be focused on the time. Time \( t \) is used as an algorithmic step. Future works should focus on the real meaning of time; that is, the cascading failure step can be combined with flow velocity to express the hours, minutes, and seconds. Also, a time constraint can be added in the model to evaluate the dynamic relationship on the serviceability, the failure time, and the repair time. Besides, there is a reduction level of water nodes after the damage. The reduction level of service should be extended in the model to obtain a more realistic result.
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