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The main aim of this study is to handle the case where the structures of nonlinear systems are unknown. In the many works, the parametric identification of nonlinear systems represented by Hammerstein model, with discontinuous and asymmetric nonlinearity, considers the structures of the nonlinear and linear blocks are known, especially the nonlinear block. To solve this problem, a unified form of nonlinearity representing eight cases of nonlinearities can be used. The parameters of both blocks, linear and nonlinear, are estimated using an iterative subspace approach. More importantly, in an attempt to show the extent to which this method is efficient, we apply it to experimental data obtained from the electropneumatic system. As a result, the numerical and experimental examples confirm a good conditioning and computational efficiency.

1. Introduction

Many physical and biological systems have been modelled as a Hammerstein structure, such as the Stretch Reflex at the human ankle [1], the mechanical behaviour of lung tissue [2] and the electropneumatic system. In the Hammerstein model, there are two cascaded linear and nonlinear blocks which are an interconnection between the static structure nonlinearity and the Linear Time-Invariant (LTI) dynamic subsystem. Indeed, a variety of methods have been developed to identify Hammerstein systems. Narendra and Gallman [3] developed an iterative identification algorithm. They separate the parameters into two sets: one corresponding to the nonlinear component and the second from the linear element. In addition, the cross correlation-based methods are applied in order to estimate the linear dynamic subsystem [4] where the algorithm updates the nonlinearity’s output estimation at each step using the inverse dynamic of the linear component. Finally, they estimate and predict the inverse dynamics and identify the output nonlinearity. In other studies, the structures of the nonlinear and linear blocks are known in the case of continuous nonlinearity [5], discontinuous nonlinearities (DN) such as saturation with hysteresis (SH) [6], hysteresis-backlash [7], and hysteresis-relay nonlinearities [8].

In the real world, the identification of static nonlinearity subsystem remains the major problem in the Hammerstein model. Indeed, the structures of the nonlinear block are unknown and their estimate is important. Rejeb et al. [9] used the least squares method to estimate the parameters of unknown nonlinear block. Later, the same authors [10] proposed a general model combining discontinuous and asymmetric nonlinearities which generates all the possible combinations of the nonlinearities discontinuous elements. In some context, Vörös [11] developed a system with the general backlash which is based on appropriate switching and internal functions.

The identification using parametric approaches requires a minimal information priority about the system structure, that is, system order, noise model, and so forth [12]. Then, the LTI state model cannot be estimated through input-output measurements. Hence, the subspace method is introduced in order to overcome this problem. The subspace methods estimate the state space models for linear system with no
a priori knowledge about the system [13]. In other words, those approaches are characterized by the simplicity of implementation including its effective results. In many cases, these methods provide a good alternative to the classical nonlinear optimization-based prediction-error methods [14].

Subspace identification is quite a well-accepted method for the identification of multivariable LTI systems. This method estimates an LTI state space model directly from input-output measurements. Moreover, Verhaegen and Varga [15] as well as Verhaegen and Westwick [16] proposed the Multivariable Output Error State Space identification model (MOESP) algorithm to identify Hammerstein models. In [1, 17, 18], the authors have treated the case of Single Input Single Output (SISO) Hammerstein model. Other authors proposed some subspace methods adapted to the Hammerstein-Wiener [19, 20]. Moreover, many researchers have developed a new identification subspace-based algorithm for the linear model [21–23].

Nevertheless, the structure of nonlinear block is used as known in those methods. Indeed, we developed an identification algorithm for a SISO Hammerstein model with discontinuous nonlinearities such as hysteresis, saturation, preload, and dead-zone. The proposed method uses an iterative subspace algorithm. The determination of the structure of nonlinearity is obtained based on Unified Discontinuous Nonlinearity (UDN) method. The parameters of both blocks are estimated simultaneously using the proposed iterative subspace approach.

This paper is organized as follows. Section 2 presents the problem formulation. Section 3 describes the proposed method. A numerical simulation validates the proposed algorithm and then applying to estimate the linear and nonlinear blocks model of electropneumatic system are shown in Section 4. Finally, this paper will be concluded in Section 5.

2. Problem Formulation

Figure 1 presents a discrete-time SISO Hammerstein system, which is described by the following forms:

\[ S: \begin{align*}
    x(k+1) &= Ax(k) + Bv(k) + \omega(k), \\
    y(k) &= Cx(k) + Dv(k) + \epsilon(k),
\end{align*} \]

where \( y(k) \in \mathbb{R}, x(k) \in \mathbb{R}^n, v(k) \in \mathbb{R}, \omega(k) \in \mathbb{R}^n, \) and \( \epsilon(k) \in \mathbb{R} \) are the LTI system output, state, output of the nonlinearity, process noise, and output measurement noise vectors at discrete time \( k. \) \( A \in \mathbb{R}^{nxn}, B \in \mathbb{R}^{nx1}, C \in \mathbb{R}^{1xn}, \) and \( D \in \mathbb{R} \) are the unknown system matrices of the state space.

The discontinuous and asymmetric nonlinearity \( N(\cdot) \) can be characterized by a linear function as

\[ v(k) = N(u(k)) = g^T\varphi_u(k), \]

with

\[ g = [g_1, \ldots, g_r]^T, \]

\[ \varphi_u(k) = [\varphi_1(u(k)), \ldots, \varphi_r(u(k))]^T, \]

where \( g \in \mathbb{R}^{r \times 1} \) is the unknown nonlinearity parameter vector and \( \varphi_u(k) \in \mathbb{R}^{r \times 1} \) is the observation vector.

In our work, the process noise \( \omega(k) \) is considered zero. Then, replacing (2) in (1), we obtain

\[ S: \begin{align*}
    x(k+1) &= Ax(k) + Bg^T\varphi_u(k), \\
    y(k) &= Cx(k) + Dg^T\varphi_u(k) + \epsilon(k).
\end{align*} \]

The identification problem is how to estimate the nonlinear parameter vector \( g \), the dynamic matrices \( (A, B, C, D) \), and the model order \( n \) from input-output data set.

3. Methods

In this section, we present a subspace identification algorithm for a SISO Hammerstein model with Unified Discontinuous Nonlinearities.

3.1. Unified Discontinuous Nonlinearity. Figure 2 illustrates the \( v(k) \) evolution with respect to the input \( u(k) \) of the nonlinear block using UDN [9]. This latter contains an asymmetric piecewise function with a hysteresis, a saturation, a preload, a dead-zone, and so forth.

The UDN is characterized by the unknown parameters \( p, a, b, Z_1, Z_2, e_1, \) and \( e_2 \). \( Z_1 \) and \( Z_2 \) are scalar positive parameters that characterize the saturation, \( a \geq 0 \) and \( b \geq 0 \) define the width and the centre of the hysteresis as well as the dead-zone width, \( p \) is the hysteresis slope. \( e_1 \) and \( e_2 \) define the preload thresholds. The different choices of these parameters lead to the definition of eight nonlinearities which are listed in Table 1 and shown in Figure 3.

Using Table 1, the general form of \( v(k) \) with respect to \( u(k) \) and \( \Delta u(k) \) for the different cases of nonlinearities can be defined as

<table>
<thead>
<tr>
<th>Case</th>
<th>Nonlinearity Choices of parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>UDN</td>
<td>( p \neq 0, a \neq 0, b \neq 0, Z_1 \neq 0, Z_2 \neq 0, e_1 \neq 0, e_2 \neq 0 )</td>
</tr>
<tr>
<td>DN1</td>
<td>( p \neq 0, a = b, b \neq 0, Z_1 \neq 0, Z_2 \neq 0, e_1 \neq 0, e_2 \neq 0 )</td>
</tr>
<tr>
<td>DN2</td>
<td>( p \neq 0, a = 0, b \neq 0, Z_1 \neq 0, Z_2 \neq 0, e_1 \neq 0, e_2 \neq 0 )</td>
</tr>
<tr>
<td>DN3</td>
<td>( p \neq 0, a \neq 0, b \neq 0, Z_1 \neq 0, Z_2 \neq 0, e_1 \neq 0, e_2 \neq 0 )</td>
</tr>
<tr>
<td>DN4</td>
<td>( p \neq 0, a = 0, b = 0, Z_1 \neq 0, Z_2 \neq 0, e_1 \neq 0, e_2 \neq 0 )</td>
</tr>
<tr>
<td>DN5</td>
<td>( p \neq 0, a = 0, b \neq 0, Z_1 \neq 0, Z_2 \neq 0, e_1 \neq 0, e_2 \neq 0 )</td>
</tr>
<tr>
<td>DN6</td>
<td>( p \neq 0, a \neq 0, b \neq 0, Z_1 \neq 0, Z_2 \neq 0, e_1 \neq 0, e_2 \neq 0 )</td>
</tr>
<tr>
<td>DN7</td>
<td>( p \neq 0, a = 0, b = 0, Z_1 \neq 0, Z_2 \neq 0, e_1 \neq 0, e_2 \neq 0 )</td>
</tr>
<tr>
<td>DN8</td>
<td>( p \neq 0, a = 0, b = 0, Z_1 \neq 0, Z_2 \neq 0, e_1 \neq 0, e_2 \neq 0 )</td>
</tr>
</tbody>
</table>
\[ V(k) = \begin{cases} 
 pZ_1 + e_1 & \text{if } u(k) > Z_1 + b + a, \Delta u(k) < 0 \\
 p(u(k) - a - b) + e_1 & \text{if } b + a \leq u(k) \leq Z_1 + b + a, \Delta u(k) > 0 \\
 p(u(k) - a + b) + e_2 & \text{if } Z_1 - b + a \leq u(k) \leq -b + a, \Delta u(k) > 0 \\
 p(u(k) + a - b) + e_1 & \text{if } b - a \leq u(k) \leq Z_1 + b - a, \Delta u(k) < 0 \\
 p(u(k) + a + b) + e_2 & \text{if } Z_1 - b - a \leq u(k) \leq -b - a, \Delta u(k) < 0 \\
 pZ_2 + e_2 & \text{if } u(k) < Z_2 - b - a, \Delta u(k) < 0 \\
 e_1 & \text{if } b - a < u(k) < b + a, \Delta u(k) > 0 \\
 e_1 & \text{if } -b - a < u(k) < -b + a, \Delta u(k) < 0 \\
 0 & \text{if } -b + a \leq u(k) \leq b - a \forall \Delta u(k), 
\end{cases} \]

with \( \alpha = h[\Delta u(k)] \) and \( \Delta u(k) = u(k) - u(k-1) \).

Using (2), (5) can be rewritten as

\[ v(k) = pu(k)f_1(k) - paf_2(k) + pbf_3(k) + pZ_1h_1(k) + pZ_2h_2(k) + e_1h_{1pr}(k) + e_2h_{2pr}(k) \]

\[ = g_{UDN}^T \varphi_{UDN}(k), \]

with

\[ f_1(k) = \alpha \left[ (1 - h[u(k) - (Z_1 + b + a)]) + h[(b + a) - u(k)] - (h[(Z_2 - b + a) - u(k)] + h[u(k) - (b - a)]) \right] + (1 - \alpha) \left[ (1 - h[u(k) - (Z_1 + b - a)]) + h[(b - a) - u(k)] - (h[(Z_2 - b - a) - u(k)] + h[u(k) - (b + a)]) \right] \]

\[ f_2(k) = \alpha \left[ (1 - h[u(k) - (Z_1 + b + a)]) + h[(b + a) - u(k)] + (1 - (h[(Z_2 - b + a) - u(k)]) + h[u(k) - (b - a)]) + h[(b - a) - u(k)]) + (1 - \alpha) \left[ (1 - h[u(k) - (Z_1 + b - a)]) + h[(b - a) - u(k)] + h[u(k) - (b + a)] \right] + h[u(k) - (b + a)]) \right] \]

\[ f_3(k) = \alpha \left[ (1 - h[u(k) - (Z_1 + b + a)]) + h[(b + a) - u(k)]) + (1 - (h[(Z_2 - b + a) - u(k)]) + h[u(k) - (b - a)]) + h[(b - a) - u(k)]) \right] + h[u(k) - (b + a)] \right] \]

\[ h[\beta] = \begin{cases} 
 1 & \text{if } \beta > 0 \\
 0 & \text{if } \beta \leq 0, 
\end{cases} \]

where \( h[\beta] \) is a switching sequence.

Using (6), (3) are rewritten as

\[ g_{UDN}^T = [p, pa, pb, pZ_1, pZ_2, e_1, e_2], \]

\[ \varphi_{UDN}(k) = [u(k) f_1(k), -f_2(k), f_3(k), h_{1pr}(k), h_{2pr}(k)]^T. \]

3.2. SH Nonlinearity. The nonlinearity output \( v(k) \), represented by Figure 3 (DN4), can be developed in piecewise as follows:
\[ v(k) = \begin{cases} pZ_1 & \text{if } u(k) > Z_1 + a \text{ or } Z_1 - a < u(k) < Z_1 + a, \Delta u(k) < 0 \\ p(u(k) - a) & \text{if } Z_2 + a \leq u(k) \leq Z_1 + a, \Delta u(k) > 0 \\ p(u(k) + a) & \text{if } Z_2 - a \leq u(k) \leq Z_1 - a, \Delta u(k) < 0 \\ pZ_2 & \text{if } u(k) < Z_2 - a \text{ or } Z_2 - a < u(k) < Z_2 + a, \Delta u(k) > 0. \end{cases} \]  

The set of the above piecewise defining \( v(k) \) can be summarized in one equation as

\[ v(k) = pu(k) f_1(k) - paf_2(k) + pZ_1 f_3(k) + pZ_2 f_4(k), \]  

with

\[ f_1(k) = \alpha [1 - (h[u(k) - (Z_1 + a)] + h[(Z_2 + a) - u(k)])] + (1 - \alpha) [1 - (h[u(k) - (Z_1 - a)] + h[(Z_2 - a) - u(k)])], \]

\[ f_2(k) = \alpha [1 - (h[u(k) - (Z_1 - a)] + h[(Z_2 - a) - u(k)])], \]

\[ f_3(k) = \alpha h[u(k) - (Z_1 + a)] + (1 - \alpha) h[u(k) - (Z_1 - a)], \]

\[ f_4(k) = \alpha h[(Z_2 + a) - u(k)] + (1 - \alpha) h[(Z_2 - a) - u(k)]. \]

The parameter and observation vectors can be defined, respectively, as follows:

\[ g_{SH}^T = [p, pa, pZ_1, pZ_2], \]

\[ \varphi_{SH}(k) = [u(k) f_1(k), f_2(k), f_3(k), f_4(k)]^T. \]

3.3. The Proposed Algorithm. In this section, we propose an iterative subspace identification algorithm in order to find the unknown parameters of UDN, order of the system, and the system matrices \((A, B, C, D)\).

Substituting (8) in (4), we obtain

\[ x(k + 1) = Ax(k) + \bar{B} \varphi_{UDN}(k), \]

\[ y(k) = Cx(k) + \bar{D} \varphi_{UDN}(k) + e(k), \]  

where \( \bar{B} = [B_{g1,UDN}, B_{g2,UDN}, \ldots, B_{gr,UDN}] \) and \( \bar{D} = [D_{g1,UDN}, D_{g2,UDN}, \ldots, D_{gr,UDN}] \) can be perceived as the LTI system state space realization. We can use MOESP algorithm [24] to estimate the order of the linear part and the component of state space matrices \( \tilde{A}, \tilde{B}, \tilde{C}, \) and \( \tilde{D} \) from input-output data.

The proposed algorithm minimizes the following cost function:

\[ (\bar{B}, \bar{D}, \bar{g}_{UDN}) = \arg \min_{B, D, g} \left\{ \| \tilde{\Theta}_{BD} - \bar{\Theta}_{BD} \|^2 \right\}, \]  

with

\[ \tilde{\Theta}_{BD} = \begin{bmatrix} B_{g1,UDN}, & \ldots, & B_{gr,UDN} \\ D_{g1,UDN}, & \ldots, & D_{gr,UDN} \end{bmatrix}. \]

The solution to this optimization problem (14) can be resolved using the Singular Value Decomposition (SVD) [25] of the matrix \( \bar{\Theta}_{BD} \) as

\[ \bar{\Theta}_{BD} = [U_1 \ U_2] \begin{bmatrix} \Sigma_1 & 0 \\ 0 & \Sigma_2 \end{bmatrix} \begin{bmatrix} V_1^T \\ V_2^T \end{bmatrix}, \]  

where \( \Sigma_1 = \text{diag} \{\sigma_1, \ldots, \sigma_r\}, U_1 \in \mathbb{R}^{r \times 1}, \) and \( V_1 \in \mathbb{R}^{r \times 1}. \)

The parameters of the different blocks are estimated iteratively using the proposed algorithm. Then, (8) are rewritten as follows:

\[ \begin{align*}
(\hat{g})_{UDN}^T &= \begin{bmatrix} \hat{p}, & \hat{p}, & \hat{p}^{(\alpha)} \hat{a}, & \hat{p}^{(\alpha)} \hat{b}, & \hat{p}^{(\alpha)} \bar{Z}_1, & \hat{p}^{(\alpha)} \bar{Z}_2, & \hat{e}_1, & \hat{e}_2 \end{bmatrix}, \\
(\hat{\varphi}_{UDN}(k)) &= \begin{bmatrix} u(k) \hat{f}_1(k), & -u(k), & \hat{f}_2(k), & \hat{f}_3(k), & \hat{f}_4(k) \end{bmatrix}, \\
(\hat{h}_{1,pr}(k)), & (\hat{h}_{2,pr}(k)) \end{align*} \]  

with

\[ \begin{align*}
\hat{f}_1(k) &= \alpha \left[ 1 - \left( h \left[ u(k) - \left( \hat{p}^{(\alpha)} \bar{Z}_1 + \hat{p}^{(\alpha)} \bar{Z}_2, \right] - \hat{p}^{(\alpha)} \bar{Z}_1 + \hat{p}^{(\alpha)} \bar{Z}_2, \right] \right) \right] \\
&+ h \left[ \left( \hat{p}^{(\alpha)} \bar{Z}_1 + \hat{p}^{(\alpha)} \bar{Z}_2, \right] - u(k) \right] + (1 - \alpha) \left[ 1 - \left( h \left[ \bar{Z}_2 - \hat{p}^{(\alpha)} \bar{Z}_1 + \hat{p}^{(\alpha)} \bar{Z}_2, \right] - \hat{p}^{(\alpha)} \bar{Z}_1 + \hat{p}^{(\alpha)} \bar{Z}_2, \right] \right] \\
&+ h \left[ u(k) - \left( \hat{p}^{(\alpha)} \bar{Z}_1 + \hat{p}^{(\alpha)} \bar{Z}_2, \right] \right] + (1 - \alpha) \left[ 1 - \left( h \left[ \bar{Z}_2 - \hat{p}^{(\alpha)} \bar{Z}_1 + \hat{p}^{(\alpha)} \bar{Z}_2, \right] \right) \right]. \end{align*} \]
\[ f_2(k) = \alpha \left[ 1 - h\left( u(k) - (\hat{z}_1 + b + a) \right) \right] + h\left[ (\hat{b} + \hat{a}) - u(k) \right] - \left( h\left[ (\hat{z}_2 - \hat{b} - \hat{a}) - u(k) \right] \right) + h\left[ u(k) - (\hat{b} + \hat{a}) - u(k) \right] - (1 - \alpha) \left[ 1 - h\left( u(k) - (\hat{z}_1 + \hat{b} - \hat{a}) \right) \right] + h\left[ (\hat{b} - \hat{a}) - u(k) \right] + h\left[ (\hat{z}_2 - \hat{b} - \hat{a}) - u(k) \right] + h\left[ u(k) - (\hat{b} - \hat{a}) - u(k) \right] \],

\[ f_1(k) = a h \left[ u(k) - (\hat{z}_1 + b + a) \right] + (1 - \alpha) \left[ h\left( u(k) - (\hat{z}_1 + \hat{b} - \hat{a}) \right) \right] \],

\[ f_2(k) = a h \left[ (\hat{z}_2 - \hat{b} + \hat{a}) - u(k) \right] + (1 - \alpha) \left[ h\left( (\hat{z}_2 - \hat{b} - \hat{a}) - u(k) \right) \right] + h\left[ (\hat{z}_2 - \hat{b} - \hat{a}) - u(k) \right] + h\left[ u(k) - (\hat{b} - \hat{a}) - u(k) \right] \],

The proposed iterative algorithm is summarized as follows.

**Step 1** (initialization). \((^0)\tilde{\theta}_{\text{UDN}}\) and \((^0)\tilde{\phi}_{\text{UDN}}(k)\) and the stopping criteria \(\lambda\).

**Step 2.** \(s = s + 1\); construct the information vector \((^0)\tilde{\phi}_{\text{UDN}}(k)\).

**Step 3.** Estimate the system matrices \((^1)A, (^1)\tilde{B}, (^1)\tilde{C}, (^1)\tilde{D})\) and the model order \(n\) using MOESP algorithm.

**Step 4.** Compute the SVD of \((^0)\tilde{\Theta}_{\text{UDN}}\) using (16).

**Step 5.** Computes the matrices parameter \((^0)\tilde{B}, (^0)\tilde{D}, \) and \((^0)\tilde{g}_{\text{UDN}}\) as

\[
\begin{bmatrix}
(^0)\tilde{B} \\
(^0)\tilde{D} \\
(^0)\tilde{g}_{\text{UDN}}
\end{bmatrix} = \begin{bmatrix}
U_1 \quad \Sigma_1 \\
V_1 \\
\tilde{\Theta}
\end{bmatrix},
\]

where \(U_1, \Sigma_1, V_1\) are orthonormal matrices, and \(\tilde{\Theta}\) is an upper triangular matrix.

**Step 6.** Calculate Mean Square Error (MSE) using

\[
(^0)\text{MSE} = \frac{1}{N} \sum_{k=1}^{N} \left( y(k) - (^0)\tilde{y}(k) \right)^2,
\]

with

\[
(^0)\tilde{x}(k + 1) = (^0)\tilde{A}(^0)\tilde{x}(k) + (^0)\tilde{B}(^0)\tilde{\phi}_{\text{new}}(k),
\]

\[
(^0)\tilde{y}(k) = (^0)\tilde{C}(^0)\tilde{x}(k) + (^0)\tilde{D}(^0)\tilde{\phi}_{\text{new}}(k),
\]

where \(N\) is the number of data \(y_k\) and \((^0)\tilde{y}_k\) denotes the real and the estimated outputs.

If \((^0)\text{MSE} - (^0-1)\text{MSE}) < \lambda\), then \(\tilde{\Theta} = (^0)\tilde{\Theta}\) and \(\tilde{g}_{\text{UDN}} = (^0)\tilde{g}_{\text{UDN}}\). Otherwise, return to Step 2.

4. Result and Discussions

In this section, we are going to examine the performance of the proposed method developed above.

In the first step, we consider the unified form of the nonlinearity to determine the structure of the nonlinearity of the system. Once the nonlinearity is recognized, in the second step, we use it to identify the model with the exact form of the nonlinearity.
4.1. Example 1. We considered Hammerstein model where the parameters characterizing the DN₄ nonlinearity are \( p = 2, a = 0.5, b = 0, Z₁ = 1.5, Z₂ = -1, e₁ = 0, \) and \( e₂ = 0. \)

The LTI state space model \( S(\cdot) \) can be determined by looking at the system transfer function in factored form

\[
G(z) = \frac{z^{-1}(b_1 + b_2 z^{-1})}{1 + a_1 z^{-1} + a_2 z^{-2}} = z^{-1}(1 + 0.5z^{-1}) \left( 1 - 0.2z^{-1} + 0.35z^{-2} \right). \tag{22}
\]

The iterative identification procedure was carried out for 2000 samples of uniformly distributed random inputs with \(|u(k)| \leq 3 \) and \( e(k) \) is a white noise with zero mean and variance \( \sigma^2 \), which is added to the output system at different SNR levels (SNR = 10 and 8 dB), in order to demonstrate the effectiveness of the proposed algorithm in a noisy environment.

The Monte Carlo experiments are carried out with 50 runs. The average estimated value \( \bar{l}_i \) and the standard deviation value \( \sigma_i \) obtained in the noisy case are

\[
\bar{l}_i = \frac{1}{M} \sum_{m=1}^{M} l_{i,m},
\]

\[
\sigma_i = \sqrt{\frac{1}{M} \sum_{m=1}^{M} (l_{i,m} - \bar{l}_i)^2}, \tag{23}
\]

where \( M \) is the number of replication and \( \bar{l}_i = \bar{l}_i \pm \sigma_i \).

The structure of the nonlinearity is assumed unknown. For this reason, we begin with the first step to find the type of the nonlinearity using the UDN.

The true parameters and the estimated parameters of nonlinear and linear blocks for the Hammerstein model are listed in Table 2. Figure 4 represents the nonlinearity estimated by model UDN for different values of SNR.

From Figure 4, we can observe that the nonlinearity of this system corresponds to a saturation with hysteresis (DN₄) in the absence of noise. As shown in Table 2 and Figure 4, the proposed method presents good performance for the lower level of noise. With higher level of noise (SNR = 8 dB), the proposed algorithms exhibit poor performance. Despite that, we were able to identify the model structure of nonlinear block. Once the structure of nonlinear block is determined, we will resume again the identification steps using the exact model.

We considered the parameters characterizing the SH nonlinearity: \( a = 0.5, p = 2, Z₁ = 1.5, \) and \( Z₂ = -1. \) The true and the estimated parameters of nonlinear and linear blocks for the Hammerstein model with SH nonlinearity are summarized in Table 3.

The comparison simulation results with SH nonlinearity are given in Table 3 with different SNR levels.

As seen in Table 3, our method with the parameters of the exact structure of nonlinear block gives the best MSE.
performance without and with noise. A similar analysis can be seen also in Figure 5.

4.2. Example 2: Electropneumatic System. We use the proposed method to identify the parameters of an industrial process. The process is an electropneumatic system and shown in Figure 6. The actual system consists of a carriage, a proportional valve 5/3, and a linear position sensor (linear potentiometer).

The proportional distributor 5/3, shown in Figure 7, converts the analog electrical input signal into the openings of the cross sections adequate to the outputs. In midnominal voltage (5 V), the distributor takes its pneumatic position in which all the control edges are closed. In both directions (ascending and descending), the distributor witnesses a voltage-variation and this leads to the emergence of a hysteresis phenomenon.

The linear potentiometer is used to measure the movement of the carriage. The latter converts the linear position

---

**Table 2:** Parameters estimation for the Hammerstein model with SNR = 10 and 8 dB.

<table>
<thead>
<tr>
<th>SNR</th>
<th>Parameters for the nonlinear model</th>
<th>Denominator</th>
<th>Numerator</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$p$</td>
<td>$a$</td>
<td>$b$</td>
<td>$Z_1$</td>
</tr>
<tr>
<td>Without noise</td>
<td>True</td>
<td>2.0000</td>
<td>0.5000</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>$\sigma_p$</td>
<td>0.0001</td>
<td>0.0003</td>
<td>0.0001</td>
</tr>
<tr>
<td>10 dB</td>
<td>True</td>
<td>2.0000</td>
<td>0.5000</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>$\sigma_p$</td>
<td>0.0709</td>
<td>0.0618</td>
<td>0.0208</td>
</tr>
<tr>
<td>8 dB</td>
<td>True</td>
<td>2.0000</td>
<td>0.5000</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>$\sigma_p$</td>
<td>0.0388</td>
<td>0.0106</td>
<td>0.0287</td>
</tr>
</tbody>
</table>

**Table 3:** Parameters estimation for the Hammerstein model with SNR = 10, 8, and 5 dB.

<table>
<thead>
<tr>
<th>SNR</th>
<th>Parameters for the nonlinear model</th>
<th>Denominator</th>
<th>Numerator</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$p$</td>
<td>$a$</td>
<td>$b$</td>
<td>$Z_1$</td>
</tr>
<tr>
<td>Without noise</td>
<td>True</td>
<td>2.0000</td>
<td>0.5000</td>
<td>1.5000</td>
</tr>
<tr>
<td></td>
<td>$\sigma_p$</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
<tr>
<td>10 dB</td>
<td>True</td>
<td>2.0000</td>
<td>0.5000</td>
<td>1.5000</td>
</tr>
<tr>
<td></td>
<td>$\sigma_p$</td>
<td>0.0149</td>
<td>0.0169</td>
<td>0.0154</td>
</tr>
<tr>
<td>8 dB</td>
<td>True</td>
<td>2.0000</td>
<td>0.5000</td>
<td>1.5000</td>
</tr>
<tr>
<td></td>
<td>$\sigma_p$</td>
<td>0.0127</td>
<td>0.0304</td>
<td>0.0275</td>
</tr>
<tr>
<td>5 dB</td>
<td>True</td>
<td>2.0000</td>
<td>0.5000</td>
<td>1.5000</td>
</tr>
<tr>
<td></td>
<td>$\sigma_p$</td>
<td>0.0144</td>
<td>0.0731</td>
<td>0.0308</td>
</tr>
</tbody>
</table>

---

![](Figure4.png)

- $\text{DN}_4$ estimated without noise
- $\text{DN}_4$ estimated with SNR = 10 dB
- $\text{DN}_4$ estimated with SNR = 8 dB

**Figure 4:** $\text{DN}_4$ estimated with UDN model.
Table 4: Estimates of the parameters for the nonlinear model.

<table>
<thead>
<tr>
<th>Nonlinearity</th>
<th>Parameters nonlinear block</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>UDN</td>
<td>6.2850 0.6536 0.0701 0.5136 −0.5058 0.2785 −0.2512</td>
<td>0.0475</td>
</tr>
<tr>
<td>SH</td>
<td>8.9668 0.5740 — 0.4016 −0.3973 — —</td>
<td>0.0366</td>
</tr>
</tbody>
</table>

Figure 5: Nonlinearity SH estimated without SNR and with SNR = 10, 8 et 5 dB.

Figure 6: Electropneumatic system.

The identified parameters obtained by our method are listed in Table 4. This table shows the average estimated value \((\bar{\theta})\) for the UDN and SH nonlinearities.

Through Figure 11, we can conclude that the UDN corresponds to the structure of DN\(_4\) regarding Figure 3. As shown in Figure 11, the DN\(_4\) gives a good characterization of the nonlinearity (the hysteresis phenomenon of the distributor 5/3) for the electropneumatic system. The MSEs of the estimates of the model using UDN is equal to 0.0475 and using SH is 0.0366 when the Hammerstein is taken with an exact nonlinearity.

Using the second datasets (Figures 9 and 10) for system validation, the performance of the proposed method is shown in Figure 12. We notice that the identification quality improves, especially at the level of nonlinearity. From Figure 12, it can be seen that our method provides a good approximation modelling accuracy.
5. Conclusion

In this paper, a new iterative subspace algorithm for the Hammerstein model identification is presented. The application of the proposed method improves a major advantage which is the simultaneous identification of the parameters of the linear and nonlinear blocks. Indeed, these two blocks are assumed unknown. The use of UDN model with Hammerstein model can be identified the adapted structure for a given system with and without noise. Furthermore, an iterative subspace algorithm is used to finally tune the parameters of model.

Two examples are presented to verify the effectiveness of the proposed approach. As a result, the proposed method is reliable to describe approximately the real nonlinearity of such as systems and can be applied to other various industrial systems to a level of well-defined noise.
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