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1. Introduction

The train control network is responsible for the transmission of control commands, state detection, and fault diagnosis. The availability of the train control network is directly related to the safety of the train operation [1–3]. With the increasing of intelligence, the existing control network WTB (Wired Train Bus)+MVB (Multifunction Vehicle Bus) cannot meet the reliable and real-time transmission of large amounts of data in the TCMS because of the limitation of bandwidth, so the high bandwidth of industrial real-time Ethernet has gradually become the development direction of the train control network [4]. In 2014, IEC published two new standards IEC61375-3-4 (Consist Ethernet Network, ECN), which is used to connect the device in one consist, and IEC61375-2-5 (Ethernet Train Backbone, ETB) which is used to connect the device in one train, in order to promote the application of industrial Ethernet in TCMS [5].

One challenge of this application is that the TCMS is considered safety-critical real-time system. It must meet at least one hard deadline. In TCMS the control commands and the sampled values must meet the deadline. If this kind of information missed the deadline due to either link brakes or information delays, it will result in severe consequences that the performance of the whole train will be seriously affected. So the TCMS requires high availability and rapid recovery time when a failure occurs. High availability is realized by the redundant management. A redundant network provides route changing when a failure occurred in the regular route. The required communication recovery time means the time duration in which a network recovers failure and the application recovery tolerated delay (or grace time) is the time duration during which the substation tolerates an outage of the automation system.

Nowadays, there are several means or protocols that provide redundancy in different network topologies. Some of these protocols are Rapid Spanning Tree Protocol (RSTP) for commercial network, whose grace time is about 1 s, and Coupled Redundancy Protocol (CRP) and Media Redundancy Protocol (MRP) for cost-sensitive industrial network, whose grace time is about hundreds of milliseconds, and the newest Parallel Redundancy Protocol (PRP) and high-availability seamless redundancy (HSR) protocol for critical real-time system, whose recovery time is zero. These protocols operate superimposed over industrial protocols [6–8].

According to the working principle of the redundancy protocol, the relationship between different application grace time and various redundancy schemes is shown in Table 1.
Table 1: The relationship between different application grace time and various redundancy schemes.

<table>
<thead>
<tr>
<th>Application</th>
<th>Grace time</th>
<th>Redundancy schemes</th>
<th>Recovery time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Commercial network</td>
<td>1 s</td>
<td>STP</td>
<td>10 s</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RSTP</td>
<td>1 s</td>
</tr>
<tr>
<td>Cost-sensitive industrial</td>
<td>Hundreds of milliseconds</td>
<td>CRP</td>
<td>400 ms</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MRP</td>
<td>100 ms</td>
</tr>
<tr>
<td>Critical real-time systems</td>
<td>≤10 ms [11]</td>
<td>PRP</td>
<td>0 ms</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HSR</td>
<td>0 ms</td>
</tr>
</tbody>
</table>

According to the analysis above, most of the redundancy schemes cannot meet the demand of recovery time of less than 50 ms which is defined in IEC61375-3-4. The newest published PRP and HSR can fulfill this requirement and ensure no frame loss in the presence of a fault. With respect to PRP, HSR allows roughly halving the network infrastructure. So this paper introduces the HSR to ECN, which allows elements to be added to or removed from the network without interrupting communications and the operation of the train.

In the HSR network, each node supports the IEEE802.1 bridge functionality and forwards frames from one port to the other, except if they already sent the same frame in that same direction. According to the HSR communication theory, every frame when DANH (Doubly Attached Nodes with HSR protocol) node is required to call the discard algorithm to eliminate redundancy when needing to forward the frame.

A duplicate frame is one that arrives after a copy of the original frame arrives correctly from another port.

A circulating frame is one that arrives after a copy of the original frame arrives correctly from the same port. In a ring, they appear when a multicast frame has lost its source or when a unicast frame has lost its source and destination.

The Duplicate Discard method is not specified in the IEC62439-3. It leaves the designer free to choose a method to manage them. Jiang provides a redundancy management method based on open address hash method combined with ring memory, to meet the demand of redundancy discard rate of 100% with fixed memory size when the number of network nodes increases [9]. Xiaozhuo uses the traditional static hash table method; it mainly focused on changing the data storage method resulting in low search efficiency. Araujo provides a staging area synchronous search algorithm to improve search efficiency [10].

Based on the study of hashing algorithms, this paper proposes a dynamic linear hashing method that can effectively improve search efficiency, which can be learned from the experimental results that it can meet the performance of real-time and availability for train Ethernet consist network.

This paper starts with the introduction of the train Ethernet consist network and different redundancy scheme. Section 2 analyzes the requirements for redundancy management in ECN. Section 3 analyzes the redundant frames introduced by HSR, which must be discarded, and the requirements for frame detection. Section 4 analyzes the constraints for the redundant frame discarding algorithm and proposes a dynamic linear hashing method, and Section 5 presents the setup, configuration, result of simulation, and discussion. This paper finishes with the conclusions.

2. Requirements for Redundancy Management in ECN

2.1. Definition of Recovery Time in ECN. Redundancy is one of the least considered aspects in conventional computer networks, but it is one key factor in industrial networks. A redundant network provides route changing when a failure occurred in the regular route. The time required to find and use new routes when redundancy scheme managed at network level is applied in the ECN; recovery time of network function of ECN in case of failure is expected to be shorter than the time during which operations of the consist can be maintained without loss of train application functions.

Recovery time in ECN will include

(i) time for detection of failure,
(ii) redundancy switch over time,
(iii) time for reconfiguration in ECN, if occurred.

2.2. Requirements for Redundancy Managed at Network Level in ECN. Redundancy managed at network level, adopting network topology which has redundancy in it, is a method to recover network function in case of failure at network components.

Requirements for redundancy managed at network level are as follows [12]:

(i) When application needs redundancy in ECN, redundancy scheme will be possible to be applied to ECN.
(ii) When redundancy scheme is applied to ECN, a single network component failure will not prevent the rest of the network from working without separation of the network so that the application can maintain its function.
(iii) The recovery time of network in case of failure depends on the redundancy scheme of the ECN, which will be possible to be estimated for the ECN.
(iv) The recovery time will be less than 50 ms for TCMS (Train Control and Management System) application.
(v) When a network component comes up late or a network component comes up again (reboot), connectivity loss duration time caused by the reconfiguration of
the network will be equal to or less than the value of the recovery time requirement.
(vi) Forwarding loop will not be formed in any time to avoid broadcast storm, for instance.

3. Redundancy Management of HSR in ECN

Depending on the flow of network node data frame as separate virtual network structure, it forms a high-availability seamless redundancy (HSR) network. The HSR network requires that all nodes must be “interchangeable type terminal node.” There are two links within the network, the single point of failure with no interference resilience, and high reliability. Its outstanding feature is no external switch, which will significantly reduce the network investment.

3.1. Topology of ECN-HSR. The topology of Train Consist Ethernet Network without redundancy management is shown in Figure 1. ECN interconnects End Device (ED) located in one consist. An ECN consists of Consist Switches (CS), connectors, cables, and optionally repeaters and transmits data frames between ED and between ED and ETBN. The ETBN (Ethernet Train Backbone Node) which the ECN attaches will provide a gateway function which provides data transfer between the ECN and the Ethernet Train Backbone.

According to characteristics of ECN and HSR, the proposed ECN topology in this paper is shown in Figure 2.

The increase in availability involves a number of costs. The introduction of HSR into ECN also has a number of drawbacks, that is, the delay caused by each node in the ring, and the halving of the effective bandwidth. The computation requirements for the HSR nodes are higher because of processing HSR frames, removing duplicates and circulating frames, and switching all the traffic.

3.2. The Principle of Redundancy Management of ECN with HSR. HSR are based on sending two copies of every frame via two independent paths, so that if one of them is lost, the other one arrives and there is no break in communication. The redundancy that has been introduced is in the link layer of the open system interconnection reference model. These protocols add a link redundancy entity, which manages protocols, functions, and frames transparently for the other layers, with which the interface is standard Ethernet. This feature allows the use of existing upper stack protocols and applications, which is required for the use of Ethernet for industrial automation networks in general [13–17].

Figure 3 shows a conceptual view of the structure of a DANH implemented in hardware. The two HSR ports A and B and the device port C are connected by the LRE.
(link redundancy entity), which includes a switching matrix allowing for forwarding frames from one port to the other. The switching matrix allows cut-through bridging, of which the delay caused by the switch just depends on the size of the data. The LRE presents to the higher layers the same interface as a standard Ethernet transceiver would do.

The input circuit checks if this node is the destination of the frame and possibly does VLAN and multicast filtering to offload the processor. The Duplicate Discard is implemented in the output queues.

A simple HSR network consists of doubly attached bridging nodes, each having two ring ports, interconnected by full-duplex links, as shown in the example of Figure 4.

A source DANH sends a frame passed from its upper layers ("C" frame), prefixes it by an HSR tag to identify frame duplicates, and sends the frame over each port ("A" frame and "B" frame).

A destination DANH receives, in the fault-free state, two identical frames from each port within a certain interval, removes the HSR tag of the first frame before passing it to its upper layers ("D" frame), and discards any duplicate.

The nodes support the IEEE 802.1 bridge functionality and forward frames from one port to the other, except if they already sent the same frame in that same direction.

In particular, the node will not forward a frame that it injected into the ring.

A destination node of a unicast frame does not forward a frame for which it is the only destination. Frames circulating in the ring carry the HSR tag inserted by the source, which contains a sequence number. The doublet (source MAC address and sequence number) uniquely identifies copies of the same frame [18–21].

### 3.3. Duplicates and Circulating Frames

The IEC62439-3 leaves the designer free to choose a method to manage the duplicates and circulating frame and establishes its requirements [10]:

(i) Never reject a legitimate frame, while occasional acceptance of a duplicate can be tolerated.

(ii) Be capable of eliminating more than one duplicate.

In order to control the frames that have arrived and recognize duplicates and circulating frames the HSR protocol adds extra information to the Ethernet frames. It adds an HSR tag [22]. It is shown in Figure 5.
HSR tag helps to recognize HSR frames and identify frames in order to determine whether they arrive again as duplicates or circulating frames. Their fields are as follows:

HSR EtherType (0x892F): they help to identify HSR frames.
LAN/Path ID: this indicates, in general, the sending port. It indicates the direction (clockwise or counterclockwise).
Link service data unit (LSDU) size: it is the size in octets of LSDU + RCT/HSR tag.
Sequence number (SeqNr): this is used to control duplicates and circulating frames. Each time a node sends a frame, SeqNr is incremented by one.

Therefore, the pair formed by the origin MAC address + SeqNr defines frames and is used to detect and discard duplicates and circulating frames. Hence, the information on each received frame must be stored in a memory to be checked every time a frame arrives in order to detect whether it has arrived before.

It is worth mentioning the need for SeqNr reutilization. The SeqNr field is composed of two octets, so that after \(22 \times 8 = 65536\) frames, SeqNr is properly repeated. SeqNr can be repeated after \(t_{\text{wap}}\) (the time between two repetitions of the same sequence number), in the worst case, in which the shortest possible frames arrive continuously one after another.

4. Proposed Redundant Frames Discarding Method

4.1. Constraints for the Duplicate Discarding Method. The time skew between two frames of a pair depends on the relative position of the receiving node and of the sending node. Assuming a worst case in which each node in the ring is transmitting at the same time its own frame with the largest 1536 octets (maximum length supported by the EtherType defined in IEEE 802.2), each node could introduce 125 \(\mu\)s of delay at each 100 Mbit/s. With 50 nodes, the time skew may exceed 6 ms [10].

The Duplicate Discard is implemented in the output queue to offload the processor. The constraints of method are shown in Figure 6.

The time \(t_{\text{wapMin}}\) is the minimum possible time between two repetitions of the same sequence number by legitimate frames after 65536 increments (as dictated by the application and network constraints).

In a 100 Mbit/s network, \(t_{\text{wapMin}}\) is about 400 ms at the theoretical maximum frame repetition rate from the same source.

The time \(t_{\text{skew}}\) is the time difference between the arrivals of two copies of the same frame.

The time \(t_{\text{resideMax}}\) is the maximum time an entry remains in the duplicate table; it is smaller than EntryForgetTime.

The time \(t_{\text{resideMin}}\) is the minimum time an entry remains in the duplicate table.

The frame \(f_0\) arrives at \(t_0\); if the duplicate of frame \(f_0\) arrives at \(t_1\), ED_DANH can find the SeqNr in table, with duplicate always detected.

If the duplicate of frame \(f_0\) arrives at \(t_2\), SeqNr possibly in table, sometimes not detected, is treated as new.

If the duplicate of frame \(f_0\) arrives at \(t_3\), SeqNr is out of table, and the duplicate frame is treated as a new frame.

If the duplicate of frame \(f_0\) arrives at \(t_4\) and the next alias frame \(f_5\) with the same SeqNr and new contents arrives at \(t_5\), SeqNr is still in table, and the frame \(f_5\) can be detected as a duplicate frame; it results that a new frame is considered to be a duplicate frame. This must be avoided because it rejects legitimate frames.

If the duplicate of frame \(f_0\) arrives at \(t_6\), the next alias frame \(f_5\) with the same SeqNr and new contents arrives at \(t_5\); the frame \(f_6\) is considered as a duplicate frame of \(f_5\), and the SeqNr is still in table, so the duplicate frame is detected on wrong alias.

According to the analysis above, the following can be calculated:
- Rules for reliable discard: \(t_{\text{skew}} < t_{\text{resideMin}}\).
- Rules for safe accept: \(t_{\text{resideMin}} < t_{\text{aliasRepMin}}\).
- \(t_{\text{aliasRepMin}}\) is the minimum possible time between the duplicated frame and the alias frame, with the same SeqNr but the new content.

A node that reboots avoids generating aliases by not sending frames during a time longer than EntryForgetTime on start-up.

The worst delay of process data application which demands the highest real-time performance is 10 ms. The node concerned in the ECN has a maximum processing time of 1.5 ms. Thus, the remaining time to cross the network will be given by

\[
T_{\text{max delay}} = 10 - 2 \times 1.5 = 7 \text{ ms}. \quad (1)
\]

The delay added by each HSR node \(T\) can be broken down into three parts: \(t_1\) for receiving delay which is the time duration from the frame received from the bus to the valid data provided to the microprocessor, \(t_2\) for switching delay which is the frame forward procedure delay caused by the
switch, and \( t_3 \) for waiting delay which is the frame delay in the queue. Consider

\[
T = t_1 + t_2 + t_3. \tag{2}
\]

\( t_1 \) depends on the operation mode used by HSR node, Store-and-Forward, or cut-through mode.

\( t_2 \) is the time to decide whether to forward/receive/discard a frame and it depends fundamentally on the time needed to check whether the frame has arrived before or not.

\( t_3 \) is the time a frame has to wait to be sent because another frame is being sent.

\( t_1 \) can be reduced by using cut-through mode. \( t_3 \) can be reduced by synchronized traffic generation on nodes and/or by controlling frame size. \( t_2 \) is directly related to the way of checking whether a frame is new or a duplicate or circulating frame; it can be reduced by the fast redundant frames discarding method, which is mainly discussed in this paper.

The main challenge is that HSR node has to carry out the search when receiving a frame, which adds a delay. It limits the number of nodes allowed in the ring. The maximum tolerated delay time divided by the delay time of each node is the number of nodes allowed in ECN with HSR. The maximum number of nodes \( N \) is given by

\[
N = 1 + \frac{T_{\text{max delay}}}{(t_1 + t_2 + t_3 + t_L)}. \tag{3}
\]

\( t_L \) is the delay in each link.

4.2. Proposed Dynamic Linear Hashing Method. There are several kinds of methods to look up the redundant frame in the table. In the ECN with HSR, it requires high performance of real-time, such as binary tree, red-black tree, and B tree, all because the query speed is not enough or too complex to implement in embedded real-time system which is not suitable for using. Fixed number slot static hash table which needs growing storage is also not suitable for the embedded real-time system. It is also unable to meet the needs. So this paper introduces a dynamic hash table.

Dynamic hash table is usually double the number of slot growth after the conflict, while hashing function has changed after growth, so elements of the old slot should be reposition; this realization method is the principles of “hash_map” function in the standard library. However, if each slot adjustment should relocate elements, it results in low efficiency, and data insertion time is not uniform. If reposition occurs after each conflict, it cannot tolerate such a large delay for real-time systems. Therefore, this paper proposes a new dynamic scheduling algorithm, of which the method is described as follows.

First the concept bucket is introduced; it means creating conflict table for each hash value in hash tables; few conflict records are stored in the form of table in the bucket. First, calculate the hash value according to the hash function with key value, and then access the corresponding hash bucket based on the hash value, and then traverse the array pairs to get hash bucket.

Due to limited capacity of hash bucket, the hash table may not fill up. Although there are vacancies in hash table, the new hash table entries cannot be installed into the hash table due to excessive conflict. However, the benefits of this implementation are that the maximum cost look-up table can be determined, because the number of most processed conflicts is determined.

The method implemented by chain address hash bucket capacity is unlimited. Once the hash conflict happens seriously, it will cause the list to be too long and greatly reduce the search efficiency. Therefore, this paper presents a dynamic linear hashing algorithm, based on the rotary split idea. Specifically, linear hash is appropriate to adjust the number of hash buckets with insert and delete data; compared with scalable hash, linear hash bucket does not need to store data pointers in special directory entries and can handle more natural data bucket full condition which allows a more flexible choice of bucket split time, so that it is more complicated to implement.

Rotary split evolutionary hashing algorithm is illustrated in Figure 7:

1. Each bucket takes turns to split; when the current round split is completed, the next round split, and then split will start from first bucket. The “level” indicates the current number of rounds; its value starts from zero. Initial number of hash table buckets is assumed to be \( N \), the value of \( \log_2 N \) indicates the required minimum number of bits \( (d_0) \) for presenting the number \( N \), and \( d_0 = \log_2 N \).

2. The “level” represents the current round number; the initial number of buckets in each round is \( N \times 2^{\text{level}} \). Bucket will be in ascending order with the bucket number and split one bucket at a time; it uses the “Next pointer” to point the next bucket split.

3. The conditions of each bucket split are flexible to choose; for example, it can set a bucket loading factor \( r \) \( (r < 1) \) and split when number of records in the bucket reaches this value. It also can choose to split when the bucket is fulfilled.

4. When inserting a new entry, calculate its hash value by a hash function first, and then find the corresponding position in the bucket; if the bucket is full, the overflow page increases. Because bucket split is triggered, the bucket split to
generate image bucket on the next position = 0. Image bucket number = \( N + \text{next} \), and all elements of the original bucket are reallocated, and the "Next pointer" moves toward the next bucket.

(5) Bucket split is performed sequentially, and the subsequent image bucket produced is located after the last bucket produced.

An example is given to illustrate the dynamic linear hashing method. It is shown in Figure 8. Each slot is a linked list of pairs (key, value); the top half of each element contains the key, and the bottom contains the associated value. The initial number of buckets is 4, and \( d_0 = 2 \), and level = 0. When inserting new frame, its slot is in bucket 30 after hashing, but it is full; it triggers the split to generate the image bucket of Bucket10 and relocate the element in Bucket10 to Bucket11 and Bucket12; after relocating then insert the new frame (key12, value12) into the image bucket Bucket11. Then level = 1, and the pointer “Next” moves from Bucket10 toward Bucket2. This is the process of inserting one frame. When inserting more frames, repeat the step before and use the rotary split idea.

In order to verify the validity and performance of the proposed dynamic linear hashing method, other methods such as binary tree and static hashing are used to compare. The time required for inserting frame using different duplicated frame discarding algorithms is shown in Figure 9, and the time required for finding frame using different duplicated frame discarding algorithms is shown in Figure 10.

As it can be seen from the table, the dynamic linear hash algorithm proposed has the highest efficiency.

5. The Simulation of Proposed Solutions

5.1. The Setup of the Simulation Environment. In order to verify the proposed method, the paper builds a simulation model of ECN with HSR in OPNET, which is a software package that can accurately analyze the performance and behavior of complex networks; standard or user-specific probes can be plugged into the network model anywhere to collect data and statistics.

The model of ECN with HSR is composed of the train network model, vehicle network model, and End Device node model. The train network model is illustrated in Figure 11. It is a model of train communication network based on Ethernet, TC1, M1, M2, T3, TC2, M3, M4, and T4 for the model of each vehicle; TC1, M1, M2, and T3 compose Consist 1 network model; TC2, M3, M4, and T4 compose Consist 2 network model. The two consists are connected by ETBN1 and ETBN2 switch. “Profile Config” and “Application Config” are used for the configuration of data flows between ED.

The network model of different vehicle is similar. The difference is the type of End Device which is contained in it. The ED contained in different vehicle is shown in Table 2. The network model of TC1 is illustrated in Figure 12.

The node model of each ED is similar with each other. The node model of BCU is illustrated in Figure 13.

In Figure 13, “hub_tx_0_0” and “hub_tx_0_1” are the point-to-point transmitters and “hub_rx_0_0” and “hub_rx_0_1” are
Table 2: ED in different vehicles included.

<table>
<thead>
<tr>
<th>TC1/TC2</th>
<th>SIV, BCU, HMI, VCU1/VCU8, media, HVAC, DOORR, DOORL, and PIDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>VVVF, BCU, EVR, VCU2, media, HVAC, DOORR, and DOORL</td>
</tr>
<tr>
<td>M2, M3, M4, T3, and T4</td>
<td>VVVF, BCU, VCU3/VCU4/VCU5/VCU6/VCU7, media, HVAC, DOORR, and DOORL</td>
</tr>
</tbody>
</table>


Figure 11: Network model of ETB.

Figure 12: Node model of TCI.

Figure 13: Node model of BCU.

The point-to-point receivers. "LRE" is the node model of the link redundancy entity for HSR, while another module is the simulation of the different protocol of Ethernet.

The simulation establishes a variety of scenarios based on different link models and different traffic configuration:

(a) Establish two scenarios of 10 Mbps and 100 Mbps link model: train traffic is configured in accordance with the actual Ethernet traffic for a type China EMU and improved rationalization provisions (Ethernet minimum frame length is 64 Bytes), considering only the transmission of process data, without considering other data types.

(b) Establish the same scene with step (a) and consider the process data and cycle data, the cycle of BCU data communication is reduced from step (a) to simulate network performance under heavy load conditions, without considering other data types.

(c) Establish the same scene with step (a), transmission of process data, messages, data, and multimedia streaming data, compared with (b), indicating an increase of multimedia data.

5.2. Simulation Configuration. According to the cycle time of data in a type China EMU train communication network and data flow, configuration of data size, cycle time, and traffic flow of Ethernet-based train communications network is as follows.

Two simulation scenarios are covered in this section; simulation data configuration parameters are shown in Table 3, and data traffic flows are shown in Table 4.
Table 3: Simulation data configuration parameter.

<table>
<thead>
<tr>
<th>Number</th>
<th>Period</th>
<th>Data size in MVB</th>
<th>Data size in ECN</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>128 ms</td>
<td>8 bits</td>
<td>64 Bytes</td>
</tr>
<tr>
<td>2</td>
<td>20 ms</td>
<td>32 bits</td>
<td>256 Bytes</td>
</tr>
<tr>
<td>3</td>
<td>32 ms</td>
<td>64 bits</td>
<td>512 Bytes</td>
</tr>
<tr>
<td>4</td>
<td>512 ms</td>
<td>16 bits</td>
<td>128 Bytes</td>
</tr>
<tr>
<td>5</td>
<td>256 ms</td>
<td>32 bits</td>
<td>256 Bytes</td>
</tr>
<tr>
<td>6</td>
<td>256 ms</td>
<td>4 bits</td>
<td>64 Bytes</td>
</tr>
<tr>
<td>7</td>
<td>256 ms</td>
<td>16 bits</td>
<td>128 Bytes</td>
</tr>
<tr>
<td>8</td>
<td>256 ms</td>
<td>8 bits</td>
<td>64 Bytes</td>
</tr>
<tr>
<td>9</td>
<td>32 ms</td>
<td>2 bits</td>
<td>64 Bytes</td>
</tr>
<tr>
<td>10</td>
<td>44 ms</td>
<td>128</td>
<td>128 Pixels</td>
</tr>
</tbody>
</table>

Table 4: Simulation data flow.

<table>
<thead>
<tr>
<th>Number</th>
<th>Date flow</th>
<th>Traffic</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>BCU → VCU1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>VCU1 → BCU</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>VVVF → VCU1</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>VCU1 → VVVF</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>SIV → VCU1</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>VCU1 → SIV</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>PIDS → VCU1</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>VCU1 → PIDS</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>HVAC → VCU1</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>VCU1 → HVAC</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>VCU1 → VCU2, VCU3</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>HMI → VCU1</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>VCU1 → HMI</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>HMI → ERM</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>ERM → HMI</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>Media</td>
<td></td>
</tr>
</tbody>
</table>

“Period” in Table 3 is the cycle time of data. “Data size in MVB” is the data size of a certain type of traffic in MVB, which is a traditional train control network in TCMS. “Data size in ECN” is the data size of a certain type of traffic in ECN, which is the future train control network in TCMS. “Data size in ECN” is obtained in accordance with the “Data size in MVB.”

5.3. Simulation Results and Discussion. According to the current train traffic, in case of 100 Mbps model, the received delays of BCU in TC1, M1, and M2 data separately are 0.080 ms, 0.198 ms, and 0.105 ms, as shown in Figure 14, and they meet the demand of IEC61374-3-4 which is 10 ms.

The received delay of VCU1 in TC1 in the case only concluding the message data is 0.130 ms, is 0.141 ms in the case only concluding the message data and process data, and is 0.6 in the case of adding multimedia data, as shown in Figure 15. It can meet the demand in IEC61375-3-4.

6. Conclusion

As a safety-critical application train control network requires strong resilience, HSR protocol allows zero recovery time to recover network functionality when a failure occurs but also brings some network latency. This paper proposed a dynamic linear hashing algorithm to reduce the data exchange time and build a simulation model with OPNET to verify the validity of proposed method. The results show that the proposed method can ensure high availability and real-time performance of train Ethernet consist network.
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