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Finite-time consensus problems for networked multiagent systems with first-order/second-order dynamics are investigated in this paper. The goal of this paper is to design local information based control protocols such that the systems achieve consensus at any preset time. In order to realize this objective, a class of linear feedback control protocols with time-varying gains is introduced. We prove that the multiagents systems under such kinds of time-varying control protocols can achieve consensus at the preset time if the undirected communication graph is connected. Numerical simulations are presented to illustrate the effectiveness of the obtained theoretic results.

1. Introduction

Multiagent systems have extensive potential applications, ranging from multiple spacecraft alignment, formation control of multiple robots, and heading direction in flocking behavior to group average in distributed computation and rendezvous of multiple vehicles. Among these, achieving consensus in networked multiagent systems has been increasingly attracting more attention in recent years, which is a comprehensive interdisciplinary research field, including control theory, mathematics, biology, physics, computer science, robot, and artificial intelligence. Great efforts have been made on the consensus problems of multiagent systems [1, 2].

From the viewpoint of system and control theory, the study of consensus algorithms is mainly impelled by the particles swarm model introduced by Vicsek et al. [3]. This discrete model of finite autonomous agents assumes that all agents move in a plane with equal speed but with different headings, while each agent's heading is updated using the so-called nearest neighbor rule based on the average of its own heading plus the heading of its neighbor. Numerical simulations have been provided to demonstrate that, under their proposed rule, all agents eventually move in the same direction without the centralized coordination. Later, Jadbabaie et al. [4] gave a strict theoretical explanation of the consensus behavior of Vicsek’s model and derived convergence results for several similarly inspired models. They have proven that Vicsek’s model can still be valid under switching topology, but for it there does not exist a common quadratic Lyapunov function. From then on, plenty of researches have been performed on the consensus problem.olfati-Saber and Murray [5] have introduced a systematical framework of consensus problem in networks of dynamic agents with fixed/switching topology and communication time-delays. Ren and Beard [6] have investigated a more comprehensive discrete-time consensus scheme which includes Jadbabaie’s result as a special case and have presented some more relaxable conditions for consensus of information under dynamically changing interaction topologies. In [7, 8], Moreau and Lin have separately considered the more general discrete-time consensus model and continuous-time consensus model. Meanwhile, consensus problems with switching topologies and time-varying delays have been considered [9–12]. In [13–16], consensus of multiagent systems with second/higher-order dynamics has been considered. Part or all of the agents update their states according to second-order or higher-order dynamics.

In the study of consensus problem, convergence rate is an important performance index of the proposed consensus
protocols. It has been shown in [5] that the second smallest eigenvalue of interaction graph Laplacian, called algebraic connectivity of graph, quantifies the speed of convergence of the consensus algorithm. In [17], Xiao and Boyd have considered the problem of the weight design via semidefinite convex programming so that the algebraic connectivity can be increased. Although maximizing the second smallest eigenvalue of interaction graph Laplacian allows for a better convergent rate of the linear protocols, the state consensus can never occur in finite time. In some practical situations, however, it may be required that agreement has to be reached in finite time.

The idea of finite-time convergence has been introduced to finite-time consensus for multiagent systems in [18–22]. Reference [18] has introduced the normalized and signed gradient dynamical systems associated with a differentiable function and has presented a framework for constructing effective distributed protocols. In [22], weighted average systems and has presented a framework for constructing the weights \( \alpha_{ij} \) for \( i, j = 1, 2, \ldots, N \), are assumed to be given by the interaction topology \( G \).

### 2. Preliminaries on Algebraic Graph Theory

In this section, we present some definitions and properties about algebraic graph theory that will be used in this paper. For more details, we refer to [5, 23].

Graph will be used to describe the communication topology among agents. Let \( \mathcal{G} = (\mathcal{V}, \mathcal{E}, \mathcal{A}) \) be an undirected graph with the set of vertices \( \mathcal{V} = \{1, 2, \ldots, N\} \), the set of edges \( \mathcal{E} \subseteq \mathcal{V} \times \mathcal{V} \), and a weighted adjacency matrix \( \mathcal{A} = [a_{ij}] \) with nonnegative adjacency elements \( a_{ij} \). An edge of \( \mathcal{G} \) is denoted by \( e_{ij} = (j, i) \). The adjacency elements associated with the edges are positive; that is, \( e_{ij} \in \mathcal{E} \iff a_{ij} > 0 \). Moreover, we assume \( a_{ij} = 0 \) for all \( i \in \mathcal{V} \). The set of neighbors of node \( i \) is denoted by \( \mathcal{N}_i = \{ j \in \mathcal{V} : (j, i) \in \mathcal{E} \} \). Since the graph is undirected, it means that once \( e_{ij} \) is an edge of \( \mathcal{G} \), \( e_{ij} \) is an edge of \( \mathcal{G} \) as well. As a result, the adjacency matrix \( \mathcal{A} \) is a symmetric nonnegative matrix.

The degree of node \( i \) is the number of its neighbors \( \mathcal{N}_i \) and is denoted by \( \text{deg}(i) \). The degree of node \( i \) is given by

\[
\text{deg}(i) = \sum_{j=1}^{N} a_{ij}. \tag{2}
\]

The degree matrix is defined as \( \Delta = \text{diag}(|\text{deg}(1)|, |\text{deg}(2)|, \ldots, |\text{deg}(N)|) \). Then the Laplacian of graph \( \mathcal{G} \) is defined by

\[
L = \Delta - \mathcal{A}. \tag{3}
\]

An important fact of \( L \) is that all the row sums of \( L \) are zero and thus \( 1_N = [1, 1, \ldots, 1]^T \in \mathbb{R}^N \) is an eigenvector of \( L \) associated with the zero eigenvalue.

A path between distinct vertices \( i \) and \( j \) means a finite ordered sequence of distinct edges of \( \mathcal{G} \) in the form \( (i, k_1), (k_1, k_2), \ldots, (k_l, j) \). A graph is called connected if there exists a path between any two distinct vertices of the graph.

**Lemma 1 (see [23]).** An undirected graph \( \mathcal{G} \) is connected if and only if the rank of its Laplacian matrix \( L \) is \( N - 1 \).

By Lemma 1, for a connected graph, there is only one zero eigenvalue of \( L \); all the other ones are positive and real.

### 3. First-Order Dynamics

Consider a multiagent system consists of \( N \) identical agents with the first-order dynamics

\[
\dot{x}_i(t) = u_i(t), \quad i = 1, 2, \ldots, N, \tag{4}
\]

where \( x_i(t) \in \mathbb{R} \) and \( u_i(t) \in \mathbb{R} \) are the state and the control input of the agent \( i \), respectively.

We propose a time-varying linear feedback control protocol for system (4):

\[
u_i(t) = k(t) \sum_{j \in \mathcal{N}_i} a_{ij} (x_j(t) - x_i(t)), \tag{5}\]

where \( k(t) \in \mathbb{R} \) is a time-varying feedback gain to be designed and the weights \( a_{ij} \), for \( i, j = 1, 2, \ldots, N \), are assumed to be given by the interaction topology \( \mathcal{G} \).

Notations. Let \( \mathbb{R} \) denote the set of all real numbers. \( 1_N \) represents the all 1 vector with dimension \( N \). Notation \( \text{diag}(a_1, \ldots, a_N) \) represents the diagonal matrix

\[
\begin{bmatrix}
a_1 & & 0 \\
& \ddots & \\
0 & & a_N
\end{bmatrix}. \tag{1}
\]
Using the notation $x(t) = [x_1^T(t), \ldots, x_N^T(t)]^T$, system (4) with protocol (5) can be written into a matrix form:

$$\dot{x}(t) = -k(t) L_G x(t),$$

(6)

where $L_G$ is the Laplacian matrix of the graph $G$.

For system (4), the objective of finite-time consensus is to achieve the following requirement.

Given any finite time $t_f \in \{0, +\infty\}$, system (6) satisfies that, for any initial state $x(0)$, $x_i(t) - x_j(t) \to 0$ as $t \to t_f$, $\forall i, j = 1, 2, \ldots, N$.

If the above requirement is achieved, we say that control protocol (5) solves the finite-time consensus problem at time $t_f$ for system (4).

In what follows, we try to find suitable control protocol (5) to solve the finite-time consensus problem for system (6).

Consider the communication topology described by an undirected graph $G$; we assume it is connected. Then there exists a nonsingular matrix $P \in \mathbb{R}^{N \times N}$ such that $P^{-1} L_G P = \text{diag}(0, \lambda_2, \ldots, \lambda_N)$.

Let $\eta = P^{-1} x$; we have

$$\dot{\eta}(t) = -k(t) \text{diag}[0, \lambda_2, \ldots, \lambda_N] \eta(t).$$

(7)

Lemma 2. Assuming the communication topology graph $G$ is undirected and connected, then control protocol (5) solves the finite-time consensus problem at time $t_f$ if $\eta_i(t) \to 0$ as $t \to t_f$, $\forall i = 1, 2, 3, \ldots, N$.

Proof. Without loss of generality, we assume that the first column vector of the matrix $P$ is $\mathbf{1}_N$. Since

$$\lim_{t \to t_f} x(t) = P \lim_{t \to t_f} \eta(t),$$

(8)

it follows that

$$\lim_{t \to t_f} x(t) = P [\eta(0), 0, \ldots, 0]^T = \eta(0) \mathbf{1}_N.$$ 

(9)

It means that

$$x_i(t) \to x_i^* = \eta_i(0) \text{ as } t \to t_f, \quad i = 1, 2, 3, \ldots, N.$$ 

(10)

□

Proposition 3. Suppose that the communication topology graph $G$ is undirected and connected. Given any finite time $t_f$, the time-varying feedback control protocol

$$u_i(t) = \frac{c}{t_f - t} \sum_{j \in X_i} \alpha_{ij}(x_j(t) - x_i(t))$$

(11)

solves the finite-time consensus problem at time $t_f$ for system (4), where $c$ is a positive constant scalar and $m \geq 1$ is a positive integer.

Proof. From (7), we have

$$\dot{\eta}_i(t) = -\frac{c \lambda_i}{t_f - t} \eta_i(t), \quad t \in [0, t_f).$$

(12)

It follows that

$$\eta_i(t) = \left(\frac{t_f - t}{t_f}\right)^{c \lambda_i} \eta_i(0).$$

(13)

Since $c$ and $\lambda_i$ are positive, we have

$$\eta_i(t) \to 0, \quad \text{as } t \to t_f.$$ 

(14)

By Lemma 8, we know that control protocol (11) solves the finite-time consensus problem at time $t_f$.

□

Remark 4. In Proposition 3, assuming $c \lambda_i > 1$, from (13), we have

$$\eta_i(t) = \frac{c \lambda_i}{t_f - t} \left(\frac{t_f - t}{t_f}\right)^{c \lambda_i - 1} \eta_i(0).$$

(15)

This implies that $\dot{\eta}_i(t)$ is bounded, $\forall t \in [0, t_f)$. It is easy to verify that $u_i$ is bounded, $\forall t \in [0, t_f)$. This means that if we select $c$ such that

$$c > \max_{i=2,\ldots,N} \frac{1}{\lambda_i},$$

control protocol (11) is always bounded.

Proposition 5. Assuming the communication topology graph $G$ is undirected and connected, given any finite time $t_f$, the time-varying feedback control protocol

$$u_i(t) = \frac{c}{(t_f - t)^m} \sum_{j \in X_i} \alpha_{ij}(x_j(t) - x_i(t))$$

(17)

solves the finite-time consensus problem at time $t_f$ for system (4), where $c$ is a positive constant scalar and $m \geq 1$ is a positive integer.

Proof. If $m = 1$, we come back to Proposition 3. If $m > 1$, we have

$$\dot{\eta}_i(t) = -\frac{c \lambda_i}{(t_f - t)^m} \eta_i(t),$$

(18)

$$\eta_i(t) = \exp\left(\frac{c \lambda_i}{(1 - m) (t_f - t)^{m-1}} - \frac{c \lambda_i}{(1 - m) t_f^{m-1}}\right) \eta_i(0).$$

(19)

It is obvious that

$$\frac{c \lambda_i}{(1 - m) (t_f - t)^{m-1}} \to -\infty \quad \text{as } t \to t_f.$$ 

(20)

It means that

$$\eta_i(t) \to 0, \quad \text{as } t \to t_f.$$ 

(21)

□
Remark 6. In Proposition 5, assuming \( m > 1 \), from (19), we have
\[
\dot{\eta}_i(t) = \frac{c \lambda_i}{(t_f - t)^m} \cdot \exp \left( \frac{c \lambda_i}{(1 - m) (t_f - t)^{m-1}} - \frac{c \lambda_i}{(1 - m) t_{f_j}^{m-1}} \right) \eta(0). \tag{22}
\]
Consider
\[
\lim_{t \to t_{f_j}^{-1}} \frac{1}{(t_f - t)^{m}} \exp \left( \frac{c \lambda_i}{(1 - m) (t_f - t)^{m-1}} \right) = \lim_{s \to 0^+} \frac{s^m}{s^{m-1}} \exp \left( \frac{c \lambda_i p^{m-1}}{(1 - m)} \right) = 0.
\tag{23}
\]
This implies that \( \dot{\eta}_i \) is bounded, \( \forall t \in (0, t_f) \). It follows that \( u_i \) is bounded, \( \forall t \in (0, t_f) \). This means that once we select \( c > 0 \), control protocol (17) is always bounded.

In conclusion, we present the following theorem.

**Theorem 7.** Assuming the communication topology graph \( G \) is undirected and connected, given any finite time \( t_f \), the time-varying feedback control protocol
\[
u_i(t) = K(t) \sum_{j \in \mathcal{N}_i} \alpha_{ij} (x_j(t) - x_i(t)) \tag{24}
\]
solves the finite-time consensus problem at time \( t_f \) for system (4), where function \( K(t) \) satisfies that
(i) \( K(t) \) is differentiable, \( t \in [0, t_f) \);
(ii) \( K(t) \to +\infty \) as \( t \to t_f \).
Moreover, if function \( K(t) \) satisfies that
(iii) \( K(t) \exp(-K(t)) \) is bounded, \( t \in [0, t_f) \),
control protocol (24) is always bounded.

**Proof.** The conclusion is obvious since it is easy to verify that
\[
\eta_i(t) = \exp \left[ \lambda_i (K(0) - K(t)) \right] \eta_i(0). \tag{25}
\]
\( \square \)

4. Second-Order Dynamics

Consider a multiagent system consists of \( N \) identical agents with the second-order dynamics
\[
\dot{x}_i = v_i \\
\dot{v}_i = u_i \tag{26}
\]
where \( x_i(t) \in \mathbb{R}, v_i(t) \in \mathbb{R}, \) and \( u_i(t) \in \mathbb{R} \) are the state, the velocity, and the control input of the agent \( i \), respectively.

The control law studied in this section is a time-varying feedback protocol
\[
u_i(t) = \sum_{j \in \mathcal{N}_i} \alpha_{ij} \left[ k_2 (x_j(t) - x_i(t)) + k_1 (v_j(t) - v_i(t)) \right], \tag{27}
\]
where \( k_1(t), k_2(t) \in \mathbb{R} \) are time-varying feedback gains to be designed and the weights \( \alpha_{ij} \), for \( i, j = 1, 2, \ldots, N \), are assumed to be given by the interaction topology \( G \).

Denote \( x(t) = [x_1(t), x_2(t), \ldots, x_N(t)]^T, v(t) = [v_1(t), v_2(t), \ldots, v_N(t)]^T, \) and
\[
z(t) = \begin{bmatrix} x(t) \otimes [1 \ 0]^T + v(t) \otimes [0 \ 1]^T \end{bmatrix}. \tag{28}
\]
Moreover, let
\[
A = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, \\
B = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \\
K(t) = \begin{bmatrix} k_1(t) & k_2(t) \end{bmatrix};
\]

system (26) with protocol (27) can be rewritten in a matrix form:
\[
z(t) = [I_N \otimes A - L_G \otimes BK(t)] z(t), \tag{30}
\]
where \( L_G \) is the Laplacian matrix of the graph \( G \).

The objective of finite-time consensus is to achieve the following requirement.

Given any finite time \( t_f \in (0, +\infty) \), system (30) satisfies that, for any initial state and initial speed, \( x_i(t) - x_j(t) \to 0 \) and \( v_i(t) - v_j(t) \to 0, \forall i, j = 1, 2, \ldots, N, \) as \( t \to t_f \).

In what follows, we try to find suitable control protocol (27) to solve the finite-time consensus problem for system (30).

Similar to the first-order case, consider the communication topology described by an undirected graph \( G \), we assume it is connected, and there exists a nonsingular matrix \( P \in \mathbb{R}^{N \times N} \) such that \( P^{-1} L_G P = \text{diag}[0, \lambda_2, \ldots, \lambda_N] \). Without loss of generality, we assume that the first column vector of the matrix \( P \) is \( 1_N \).

Let \( \eta(t) = (P^{-1} \otimes I_2) z(t) \); then we can obtain
\[
\dot{\eta}(t) = \left( P^{-1} \otimes I_2 \right) \dot{z}(t) = \left[ I_N \otimes A - \text{diag}[0, \lambda_2, \ldots, \lambda_N] \otimes (BK(t)) \right] \eta(t) \tag{31}
\]
\[
= \text{diag}[A, A - \lambda_2 BK(t), \ldots, A - \lambda_N BK(t)] \eta(t).
\]

It follows that
\[
\lim_{t \to t_f} z(t) = (P \otimes I_2) \lim_{t \to t_f} \eta(t). \tag{32}
\]

**Lemma 8.** Suppose that the undirected communication topology graph \( G \) is connected; then control protocol (27) solves the finite-time consensus problem at time \( t_f \) if \( \eta_i(t) \to 0 \) as \( t \to t_f \), \( i = 3, \ldots, 2N \).
Proof. From the assumption that \( \eta_i(t) \to 0 \) as \( t \to t_f^- \), \( i = 3, \ldots, 2N \), we have

\[
\lim_{t \to t_f^-} z(t) = \left( P \otimes I_2 \right) \begin{bmatrix}
\eta_1(0) + \eta_2(0) t_f \\
\eta_2(0) \\
\vdots \\
0
\end{bmatrix} = I_N \otimes \begin{bmatrix}
\eta_1(0) + \eta_2(0) t_f \\
\eta_2(0)
\end{bmatrix}.
\] (33)

It means that

\[
x_i(t) \to \eta_1(0) + \eta_2(0) t_f,
\]

\[
v_i(t) \to \eta_1(0),
\] (34)

as \( t \to t_f^- \), \( i = 1, 2, \ldots, N \). Thus, consensus is achieved at the preset time \( t_f^- \). \( \square \)

Lemma 9 (see [24]). Consider the linear second-order differential equation

\[
y''(t) + p(t)y'(t) + q(t)y(t) = 0, \quad t \geq 0,
\] (35)

where \( p(t) \) and \( q(t) \) are given smooth functions of \( t \). When \( y_1(t) \) is one fundamental solution, then the other solution \( y_2(t) \) is given by

\[
y_2(t) = y_1(t) \int_0^t W(s) \frac{dy_1}{ds} ds,
\] (36)

where

\[
W(t) = \exp \left( -\int_0^t p(s) ds \right).
\] (37)

Moreover, the general solution is given by

\[
y(t) = C_1 y_1(t) + C_2 y_2(t),
\] (38)

where \( C_1 \) and \( C_2 \) are constants.

Theorem 10. Assuming the undirected communication topology graph \( G \) is connected, for any given finite time \( t_f \), control protocol (27) with time-varying feedback gains

\[
k_1(t) = \frac{2c}{(t_f - t)}, \quad k_2(t) = \frac{c}{(t_f - t)^2}
\] (39)

solves the finite-time consensus problem at time \( t_f \) for system (26), where \( c \) is a positive constant scalar.

Proof. According to Lemma 8, we only need to show that \( \eta_i(t) \to 0 \) as \( t \to t_f^- \), \( i = 3, \ldots, 2N \). Now, let us consider the dynamics of \( \eta_i(t), i = 3, \ldots, 2N \). It is noted that

\[
\begin{bmatrix}
\eta_{2i-1}(t) \\
\eta_{2i}(t)
\end{bmatrix} = \begin{bmatrix}
0 & -2c\lambda_i \\
-2c\lambda_i & -c\lambda_i
\end{bmatrix} \begin{bmatrix}
(1/t_f - t) \cdot e^{-c\lambda_i/\tau_f} \int_0^t e^{c\lambda_i/\tau_f} ds \\
1/(t_f - t) \cdot e^{-c\lambda_i/\tau_f} \int_0^t e^{c\lambda_i/\tau_f} ds
\end{bmatrix},
\] (40)

It is easy to verify that \( e^{-c\lambda_i/\tau_f} \) is one of the fundamental solutions for the second equation in (40). By Lemma 8, the general solution of (40) is

\[
\eta_{2i-1}(t) = e^{-c\lambda_i/\tau_f} \left( C_1 + C_2 \int_0^t e^{c\lambda_i/\tau_f} ds \right),
\]

\[
\eta_{2i}(t) = -\frac{c\lambda_i}{(t_f - t)} e^{-c\lambda_i/\tau_f} \left( C_1 + C_2 \int_0^t e^{c\lambda_i/\tau_f} ds \right) + C_2 e^{c\lambda_i/\tau_f},
\] (41)

where \( C_1 \) and \( C_2 \) are constants.

It follows that

\[
\lim_{t \to t_f^-} \eta_{2i-1}(t) = \left( C_1 + C_2 \int_0^{t_f} e^{c\lambda_i/\tau_f} ds \right) \lim_{t \to t_f^-} e^{-c\lambda_i/\tau_f} = 0,
\]

\[
\lim_{t \to t_f^-} \eta_{2i}(t) = C_2 e^{c\lambda_i/\tau_f}
\]

\[
= -\lim_{t \to t_f^-} \left( \frac{c\lambda_i}{(t_f - t)^2} \right) \left( \frac{c\lambda_i}{(t_f - t)} \right) \left( C_1 + C_2 \int_0^t e^{c\lambda_i/\tau_f} ds \right)
\]

\[
-\lim_{t \to t_f^-} \left( \frac{2c\lambda_i}{(t_f - t)^3} \right) \left( C_1 + C_2 \int_0^t e^{c\lambda_i/\tau_f} ds \right)
\]

\[
= -\frac{2c\lambda_i}{(t_f - t)^3} \left( C_1 + C_2 \int_0^t e^{c\lambda_i/\tau_f} ds \right)
\]

\[
= -\lim_{t \to t_f^-} \left( \frac{2c\lambda_i}{(t_f - t)^3} \right) \left( C_1 + C_2 \int_0^t e^{c\lambda_i/\tau_f} ds \right)
\]

\[
= 0.
\]

This completes the proof. \( \square \)

Now, we extend the specific time-varying gain functions to a general form.

Suppose that a function \( f(t) \) satisfies

1. \( f(t) \in \mathbb{R}^2[0, t_f] \), where \( \mathbb{R}^2[0, t_f] \) represents a second-order continuously differentiable function on \( [0, t_f] \);
2. \( f(t) \to +\infty \) as \( t \to t_f^- \);
3. \( \exp(-f(t))(\dot{f}(t)/f(t)) \to 0 \) as \( t \to t_f^- \).
We consider the following time-varying gains with a general form:

\[ k_1(t) = \ddot{f}(t), \]
\[ k_2(t) = \dot{f}(t). \]  

Then protocol (27) with (43) covers a wide range of algorithms including the specific form in Theorem 7.

**Theorem 11.** Assume that the undirected communication topology graph \( G \) is connected. For system (26), control protocol (27) with time-varying gains (43) solves the finite-time consensus problem at any preset finite time \( t_f \).

**Proof.** Similarly, we have

\[
\begin{bmatrix}
\dot{\eta}_{2i-1}(t) \\
\dot{\eta}_{2i}(t)
\end{bmatrix}
= \begin{bmatrix}
0 & 1 \\
-\lambda_i \ddot{f}(t) & -\lambda_i \dot{f}(t) + \eta_{2i}(t)
\end{bmatrix}
\begin{bmatrix}
\eta_{2i-1}(t) \\
\eta_{2i}(t)
\end{bmatrix},
\]

\[ i = 2, \ldots, N. \]  

It is easy to verify that \( e^{-\lambda_i f(t)} \) is one of the fundamental solutions for the second equation in (44). By Lemma 8, the general solution of (44) is

\[
\begin{align*}
\eta_{2i-1}(t) &= e^{-\lambda_i f(t)} \left( C_1 + C_2 \int_0^t e^{\lambda_i f(s)+\lambda_i f(0)} ds \right), \\
\eta_{2i}(t) &= -\lambda_i \dot{f}(t) e^{-\lambda_i f(t)} \left( C_1 + C_2 \int_0^t e^{\lambda_i f(s)+\lambda_i f(0)} ds \right) + C_2 e^{\lambda_i f(0)}.
\end{align*}
\]  

where \( C_1 \) and \( C_2 \) are constants.

It follows that

\[
\begin{align*}
\lim_{t \to t_f} \eta_{2i-1}(t) &= \lim_{t \to t_f} e^{-\lambda_i f(t)} \left( C_1 + C_2 \int_0^t e^{\lambda_i f(s)+\lambda_i f(0)} ds \right) = 0, \\
\lim_{t \to t_f} \eta_{2i}(t) &= \lim_{t \to t_f} -\lambda_i \dot{f}(t) e^{-\lambda_i f(t)} C_1 \\
&+ \lim_{t \to t_f} -\lambda_i \dot{f}(t) e^{-\lambda_i f(t)} C_2 \int_0^t e^{\lambda_i f(s)+\lambda_i f(0)} ds \\
&+ C_2 e^{\lambda_i f(0)} = -C_1 \lim_{t \to t_f} \frac{\lambda_i \dot{f}(t)}{e^{\lambda_i f(t)}} - C_2 \\
&+ \lim_{t \to t_f} \frac{\lambda_i \dot{f}(t)}{e^{\lambda_i f(t)}} \int_0^t e^{\lambda_i f(s)+\lambda_i f(0)} ds + C_2 e^{\lambda_i f(0)} = -C_1.
\end{align*}
\]

This completes the proof. \( \square \)

### 5. Numerical Simulations

To demonstrate our theoretical results in the previous two sections, we carry out numerical simulations in this section. Considering a multiagent system consisting of eight agents, the communication graph \( G \) is given in Figure 1.

![Communication graph](image)

The Laplacian matrix of \( G \) is given by

\[
L = \begin{bmatrix}
5 & -1 & -1 & 0 & -1 & -1 & -1 & 1 \\
-1 & 2 & -1 & 0 & 0 & 0 & 0 & 0 \\
-1 & -1 & 5 & -1 & 0 & -1 & 0 & 0 \\
0 & 0 & -1 & 2 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & -1 & 0 & 0 \\
-1 & 0 & -1 & -1 & -1 & 4 & 0 & 0 \\
-1 & 0 & -1 & 0 & 0 & 3 & -1 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & -1 & 2
\end{bmatrix}
\]  

First, we consider the dynamics of the agent with the first order. Control protocol (11) is applied as \( c = 2 \). We run the simulations with \( t_f = 10 \) and \( t_f = 1 \), respectively, and show the results in Figure 2. In the simulations, the initial states of the agents are generated randomly. For ease of
Figure 2: Simulation results of control protocol (11) for the single-integrator dynamics case when $c = 2$. ((a) and (b)) The case with $t_f = 10$; ((c) and (d)) the case with $t_f = 1$; ((a) and (c)) the states of all the eight agents; (b) and (d)) the inputs of all the eight agents.

6. Conclusion

Finite-time consensus problems for multiagent systems have been investigated in this paper. We have considered both of the first-order and second-order cases. Time-varying linear feedback control protocols have been established under which the systems achieve consensus at any preset time. The condition on the communication topology has been proven to be the same as those in the asymptotical consensus case. The future work includes finite time with switching topology or time-delay.
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