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Speed Control Based on ESO for the Pitching Axis of Satellite Cameras

BingYou Liu,1,2 Yi Jin,1 ChangZheng Chen,3 and HuiCheng Yang2

1Department of Precision Machinery and Precision Instrumentation, University of Science and Technology of China, Hefei 230027, China
2Key Lab of Electric and Control of Anhui Province, Anhui Polytechnic University, Wuhu 241000, China
3Changchun Institute of Optics, Fine Mechanics and Physics, Chinese Academy of Sciences, Changchun 130033, China

Correspondence should be addressed to Yi Jin; jinyi08@ustc.edu.cn

Received 20 November 2015; Revised 19 February 2016; Accepted 13 March 2016

Academic Editor: Mingcong Deng

The pitching axis is the main axis of a satellite camera and is used to control the pitch posture of satellite cameras. A control strategy based on extended state observer (ESO) is designed to obtain a fast response speed and highly accurate pitching axis control system and eliminate disturbances during the adjustment of pitch posture. First, a sufficient condition of stabilization for ESO is obtained by analyzing the steady-state error of the system under step input. Parameter tuning and disturbance compensation are performed by ESO. Second, the ESO of speed loop is designed by the speed equation of the pitching axis of satellite cameras. The ESO parameters are obtained by pole assignment. By ESO, the original state variable observes the motor angular speed and the extended state variable observes the load torque. Therefore, the external load disturbances of the control system are estimated in real time. Finally, simulation experiments are performed for the system on the cases of nonlinear starting, adding external disturbances on the system suddenly, and the load of system changing suddenly. Simulation results show that the control strategy based on ESO has better stability, adaptability, and robustness than the PI control strategy.

1. Introduction

Pitching axis is an important axis of the posture control system of a satellite camera. The control system of pitching axis adopts a three-loop servo control system: the current loop, speed loop, and position loop. The disturbances of the speed loop are greater than those in the other two loops. Therefore, the speed loop should be controlled in real time to achieve good performances for the control system of the pitching axis. This paper uses an extended state observer (ESO) in the speed loop control system to obtain good performances.

A control strategy based on ESO was first presented in [1]. The main idea of the control strategy is to extend the disturbance that influences the output of the controlled object into a new state and establish an observer to observe this state by using a special feedback method. The control strategy is a good control method for solving the problem of uncertain nonlinear system. The control strategy has various features, such as high-control accuracy, fast response speed, and good robust performance, and does not rely on the model of a controlled object. Therefore, this control strategy is widely used in the field of aeronautics and astronautics, precision machinery, modern weapon systems, and so on.

Extensive research on the application of ESO has been conducted locally and internationally and has shown some achievements. For example, Yang and Huang [2] analyzed the capability of ESO in estimating uncertainty. Wang et al. [3] proved the second-order nonlinear stability of ESO by the Lyapunov function. Shao et al. [4] not only extended the ESO from continuous space to discrete space but also presented the discrete linear specific form and stability analysis of ESO. Wang and Deng [5] proposed an operator-based robust nonlinear multivariable tracking control for a manipulator with uncertainties by using a robust right coprime factorization approach and discussed the robust stability in the presence of model uncertainties. Deng and Bu [6, 7] discussed the robust control for nonlinear feedback
system with unknown perturbations based on the robust right coprime factorization. These research results have been widely used in engineering practice. For example, Hasan-zadeh et al. [8] used ESO in the frequency control of the multiregion load and obtained better anti-interference ability than the traditional method. Lin et al. [9] designed a rotor flux observer based on ESO to solve the problem of rotor resistance uncertainty. Shi and Chang [10] designed a time-optimal control strategy based on ESO and integrated it into an accurate point-to-point movement system. Chan et al. [11] used ESO into two-degree-of-freedom control system of mechanical arms. Compared with a traditional controller, the unique advantages of ESO are embodied in the following aspects. ESO was compared with a sliding mode observer in [12], and the results showed that the upper bound of the interference does not need to be known. However, chattering phenomenon exists in the output of the sliding mode observer. ESO was compared with a high-gain observer in [13] and was used to estimate the unobservable and extended states of the system according to the system input and output. A set of mature experience formulas is available for reference during the parameter setting of ESO. A setting method for ESO parameters was presented in [14].

Research on the posture control of satellite cameras has shown some achievements in recent years. Guan and Zheng [15] introduced an integrated design method of posture control in satellite cameras. Xiubin et al. [16] introduced a control method for the side swing of satellite cameras. However, few reports have focused on the use of ESO in the speed loop control of the pitching axis of satellite cameras. The adjustment of the pitching posture of satellite camera is presented under the environment of weightlessness. Therefore, a small interference will cause a serious error. Hence, the control system needs a control strategy with stronger anti-interference ability. The control strategy based on ESO does not depend on the precise model of a control object and can estimate the disturbances of a system in real time. This control strategy has a stronger anti-interference ability and is used in this study.

This study analyzed the mathematical models for the actuator permanent magnet synchronous motor (PMSM) of the pitching axis. General-type ESO principles are presented first. The features of ESO nonlinear functions were then analyzed. Given that the disturbances in the speed of satellite cameras need to be eliminated, an ESO was designed and used in the speed loop control of the pitching axis of satellite cameras. The advantages of this type of control strategy were verified by comparing it with a PI control strategy.

2. Principle and Models

2.1. Principle of Pitching Axis. The pitching posture of satellite cameras needs adjusting when tracking objects. The pitching axis of satellite cameras can achieve this function. The control schematic diagram of pitching posture of satellite camera is shown in Figure 1. The adjustment of pitching posture is realized on the camera posture rotating platform by using the control board. The PMSM is used as the actuator in the control system of the pitching axis, where \( R_a \) is the resistance of stator winding. \( u_d, u_q \) are the equivalent voltage of axes \( d \) and \( q \), respectively. \( i_d, i_q \) are the equivalent current of axes \( d \) and \( q \), respectively. \( L_d, L_q \) are the equivalent inductance of axes \( d \) and \( q \), respectively. A three-loop AC servo control system has a current loop, a speed loop, and a position loop used as the control strategy [17]. The speed loop plays an important role in this system. A high-precision speed loop can restrain the uncertain disturbances of the current loop and position loop.

\[
\dot{\omega} = \frac{1}{J} \left( T_e - T_L - B\omega \right),
\]

where \( B \) is the friction coefficient, \( J \) is the rotational inertia of the motor, \( \omega \) is the angular speed of the motor rotor, \( T_e \) is the electromagnetic torque of the motor, and \( T_L \) is the load torque of the motor.

2.2. PMSM Models. The control schematic diagram of pitching posture of satellite camera shows that the control board drives the PMSM. The PMSM drives the rotating platform which was fixed on satellite by fixed device. The rotating platform drives the satellite camera to control the pitching posture. This control function is realized by the control method of the motor speed. Therefore, the models of the actuator PMSM are established in this study. The PMSM models include voltage equation, flux equation, torque equation, and kinematic equation. The following assumptions are presented. First, the saturation effects of iron core are ignored. Second, the air-gap magnetic field shows a normal distribution. Third, the wastage of the eddy current and magnetic field is ignored. Fourth, no damper winding on the motor rotor exists. The kinematic equation of PMSM on the two-phase coordinate system (i.e., the \( dq \) coordinate system) is shown as follows:

3. General Form of ESO

The classic PI control strategy focuses on the elimination of errors but does not predict and estimate the variable quantities of the system. Hence, this strategy cannot control the magnitude of the integral. The robust performance of
the controller is greatly improved if the variable quantities of the system can be predicted and estimated in real time. Therefore, a new control strategy based on ESO is presented. The nonlinear dynamics, model uncertainty, and external disturbances of the system are considered as extended states that need to be observed.

A nonlinear single-input single-output system with unknown disturbances is expressed as follows:

\[
x^{(n)} = f(x, x^{(1)}, \ldots, x^{(n-1)}, t) + w(t) + bu(t),
\]

(2)

where \( f(x, x^{(1)}, \ldots, x^{(n-1)}, t) \) is an unknown function constituted by the system state variables, \( w(t) \) is the unknown external disturbances of the system, \( u(t) \) is the input, \( x, x^{(1)}, \ldots, x^{(n-1)} \) are the state variables of the system, and \( x(t) \) can be measured.

Assume that \( x_1 = x(t), x_2 = x'(t), \ldots, x_n = x^{(n-1)}(t) \). The state space of the system can be expressed as follows:

\[
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= x_3 \\
&\vdots \\
\dot{x}_n &= f(x_1, x_2, \ldots, x_n) + w(t) + bu(t).
\end{align*}
\]

(3)

Assume that \( a(t) = f(x, x^{(1)}, \ldots, x^{(n-1)}, t) + w(t) \). The ESO of the system can be expressed as follows:

\[
\begin{align*}
\dot{z}_1 &= z_2 - g_1(z_1 - x(t)) \\
\dot{z}_2 &= z_3 - g_2(z_1 - x(t)) \\
&\vdots \\
\dot{z}_n &= f^n(z_1, z_2, \ldots, z_n) + bu(t) \\
\dot{z}_{n+1} &= -g_{n+1}(z_1 - x(t)),
\end{align*}
\]

(4)

where \( z_1 \rightarrow x(t), \ldots, z_n \rightarrow x^{(n-1)}(t), z_{n+1} \rightarrow a(t) \) are the estimations of unknown functions \( f(x, x^{(1)}, \ldots, x^{(n-1)}, t) \) and disturbances \( w(t) \). A nonlinear system was constructed by treating \( x(t) \) as an input. If nonlinear functions \( g_1(z), g_2(z), \ldots, g_{n+1}(z) \) were selected appropriately, the state variables of the nonlinear system could track the state variables of the original system and \( a(t) \). Hence, the ESO of the system can be obtained. Furthermore, the ESO can compensate the uncertain objects and external disturbances in the original system. A nonlinear function is the mathematical fitting of big error and small gain or small error and big gain. This function is generally selected as a nonlinear combination power function and can be shown as follows [18]:

\[
\text{fal} (\epsilon, \alpha, \delta) = \begin{cases} 
|\epsilon|^{\alpha} \text{sign} (\epsilon), & |\epsilon| > \delta \\
\frac{\epsilon}{\delta^{1-\alpha}}, & |\epsilon| \leq \delta, \quad \delta > 0.
\end{cases}
\]

(5)

Simulations were carried out based on the fal function to evaluate the function of performances. The curve of the fal function when \( \delta = 0.1 \) is shown in Figure 2. The curve of the fal function when \( \alpha = 0.25 \) is shown in Figure 3.

The simulation results show that the value of \( \alpha \) influences the degree of nonlinearity of fal function. According to experience, the value of \( \alpha \) is chosen between zero and one. When \( \alpha = 0 \), the degree of nonlinearity of fal function is most serious. When \( \alpha = 0.75 \), the degree of linearity of fal function is best. The value of \( \delta \) is the linear interval width of the fal function and is related to the error range of the system. In practical applications, the value of \( \delta \) is generally selected as \( \delta = 0.01 \). So when the input is an error signal, the system could achieve the stable status rapidly by adjusting the parameter values of fal function.

4. Design of Speed Loop ESO

The design process of ESO is based on the following steps. First, the ESO parameters are designed, and the stability of ESO is ensured. Second, the disturbance observation bandwidth of ESO can be set according to the characteristics of object disturbance. Third, the ESO parameters could be set by using the parameter tuning method. Finally, the output
signal of ESO is amended according to the case of the noise interference of object output signal. The schematic of the control system of pitching axis is shown in Figure 4.

4.1. Design of the Speed Loop ESO for the Pitching Axis of Satellite Cameras. The key of the speed loop control technique is the control of electromagnetic torque. The feedback control strategy of the speed loop can be designed on the basis of the speed error and the given speeds, and the test speeds are obtained. Then effective torque control can be achieved.

The speed loop is also influenced by uncertain disturbances such as the rotational inertia and load torque. Therefore, the main purpose of the speed loop controller is to eliminate these influences. The disturbances and error of model linearization are eliminated by ESO. Hence, the purpose of eliminating uncertain factors can be achieved.

Considering the unknown external disturbances, the input is selected as \( u = i_q \), and the output is selected as \( y = \omega \). The PMSM kinematic equation can also be expressed as follows:

\[
\dot{\omega} = \frac{3p\Phi f}{2J} i_q - \frac{B}{J} \omega - \frac{T_L}{J}.
\]  

The ESO of the system is designed as follows:

\[
\begin{align*}
\dot{z}_1 &= z_2 - g_1 \text{fal}(e, \alpha_1, \delta_1) + f_0(z_1) + b_0u, \\
\dot{z}_2 &= -g_2 \text{fal}(e, \alpha_2, \delta_1),
\end{align*}
\]  

where \( z_1 \) is the tracking of the motor speed signal \( \omega \), \( z_2 \) is the tracking of the motor load torque disturbance \( T_L \), and \( \alpha_1, \alpha_2 \) are nonlinear factors and satisfy the condition \( 0 < \alpha_2 < \alpha_1 \leq 1 \). This study selected the numerical values of \( \alpha_1, \alpha_2 \) as \( \alpha_1 = 1, \alpha_2 = 0.5 \). \( \delta_1 \) is a filtering factor with a numerical value of \( \delta_1 = 0.01 \). The two expressions include \( e = z_1 - \omega \) and \( f_0(z_1) = -Bz_1/J \). Therefore, load torque can be estimated by these methods.

4.2. Stability Analysis of the Speed Loop ESO. The speed loop ESO is selected to perform stability analysis. An uncertain nonlinear single-input single-output system that applies unknown external disturbances is given as follows [19]:

\[
y = f + b_0u,
\]  

where \( f = g + (b - b_0)u \) is an extended state, a differential function, and the sum of disturbances that need to be estimated. \( b \) is the high-frequency gain whose precise numerical value is difficult to obtain. \( b_0 \) is the estimation value of \( b \).

Assume that \( f = x_2, \dot{f} = h \). Then the following equation can be derived:

\[
\begin{align*}
y &= f, \\
x_1 &= x_2 + b_0u, \\
x_2 &= h.
\end{align*}
\]  

The above equation can be simplified as follows:

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix} =
\begin{bmatrix}
0 & 1 \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2
\end{bmatrix} +
\begin{bmatrix}
b_0 \\
0
\end{bmatrix} u +
\begin{bmatrix}
0 \\
1
\end{bmatrix} h
\]  

\[
y = [1 \ 0] \begin{bmatrix}
x_1 \\
x_2
\end{bmatrix}.
\]  

The ESO of the above system can be designed as follows:

\[
\begin{align*}
\dot{z}_1 &= z_2 + \beta_1 (y - z_1) + b_0u, \\
\dot{z}_2 &= \beta_2 (y - z_1);
\end{align*}
\]
\( \beta_1, \beta_2 \) are the parameters of ESO. The state-space expression of the above equation can be shown as follows:

\[
\begin{bmatrix}
  z_1 \\
  z_2
\end{bmatrix} =
\begin{bmatrix}
  -\beta_1 & 1 \\
  -\beta_2 & 0
\end{bmatrix}
\begin{bmatrix}
  z_1 \\
  z_2
\end{bmatrix} +
\begin{bmatrix}
  b_0 & \beta_1 \\
  0 & \beta_2
\end{bmatrix}
\begin{bmatrix}
  u \\
  y
\end{bmatrix}.
\]  

(14)

The following equation can be obtained by performing Laplace transformation on the above equation:

\[
\begin{align*}
  z_1(s) &= \frac{b_0 s}{s^2 + \beta_1 s + \beta_2} u(s) + \frac{\beta_1 s + \beta_2}{s^2 + \beta_1 s + \beta_2} y(s), \\
  z_2(s) &= \frac{-\beta_2 b_0}{s^2 + \beta_1 s + \beta_2} u(s) + \frac{\beta_2 s}{s^2 + \beta_1 s + \beta_2} y(s).
\end{align*}
\]  

(15)

The state-space expression of the above equation can be shown as follows:

\[
\begin{bmatrix}
  z_1(s) \\
  z_2(s)
\end{bmatrix} =
\begin{bmatrix}
  \frac{b_0 s}{s^2 + \beta_1 s + \beta_2} & \frac{\beta_1 s + \beta_2}{s^2 + \beta_1 s + \beta_2} \\
  \frac{-\beta_2 b_0}{s^2 + \beta_1 s + \beta_2} & \frac{\beta_2 s}{s^2 + \beta_1 s + \beta_2}
\end{bmatrix}
\begin{bmatrix}
  u(s) \\
  y(s)
\end{bmatrix}.
\]  

(16)

The following equation can be obtained by performing Laplace transformation on formula (10):

\[ s y(s) = f(s) + b_0 u(s). \]

(17)

The following equation can be obtained by combining formula (16) with (17):

\[ z_2(s) = \frac{\beta_2}{s^2 + \beta_1 s + \beta_2} f(s). \]

(18)

If input \( f(t) \) is a step input, the steady-state error can be calculated as follows:

\[
\lim_{t \to \infty} e(t) = \lim_{t \to \infty} [z_2(t) - f(t)] = \lim_{s \to 0} s \cdot \frac{1}{s} \cdot e(s) = \lim_{s \to 0} \frac{-s(s + \beta_1)}{s^2 + \beta_1 s + \beta_2} = 0.
\]

(19)

Therefore, the ESO can achieve robust stability when its state matrix meets the condition of Hurwitz stability.

4.3. Parameter Design of the Speed Loop ESO. To eliminate observation errors, \( \beta_1 \) must meet the condition \( |\beta_1| \gg 0 \) at the high-frequency stage, and \( \beta_2 \) must meet the condition \( |\beta_2| \gg 0 \) at a low-frequency stage. However, if \( \beta_1 \) and \( \beta_2 \) are oversized, the sensitivity of ESO to noise will increase and the stability of the closed-loop system will be negatively affected. Therefore, the observation accuracy and sensitivity of ESO to noise should be considered when evaluating parameters \( \beta_1 \) and \( \beta_2 \). The system poles are assigned in the point with a value of \( h \). If the case of the above conditions is met and the stability of ESO is guaranteed, parameters \( \beta_1, \beta_2 \) and poles \( h \) satisfy the following relation [14]:

\[ s^2 + \beta_1 s + \beta_2 = (s + h)^2. \]

(20)

Hence, the following equation can be obtained:

\[
\beta_1 = 2h, \\
\beta_2 = h^2.
\]

(21)

Therefore, only two ESO parameters, namely, \( \beta_1, b_0 \), need to be adjusted. A large number of simulation experiments give the following rules during the adjustment of the two parameters.

On one hand, a larger \( \beta_1 \) leads to the faster observation and control compensation of errors by ESO. However, the sensitivity of ESO to noise is increased and the sample frequency of the system becomes restricted. During the adjustment of \( \beta_1 \), the numerical value of \( \beta_1 \) should gradually increase until it meets the performance requirements.

On the other hand, the numerical value of \( b_0 \) should be close to the actual high-frequency gain of the system as possible. According to the initial-value theorem, the numerical value can be determined by calculating the system's rising rate of the initial time for step response. If the numerical value of \( b_0 \) is difficult to calculate, it can be debugged from big to small. A stronger control action corresponds to a smaller stability margin.

The numerical values of \( \beta_1, b_0 \) can be chosen as \( \beta_1 = 1, b_0 = 1 \). If the output of ESO appears to vibrate, the numerical value of \( \beta_1 \) must be decreased until the output of ESO appears smooth. Otherwise, the numerical value of \( \beta_1 \) should be increased until the output of ESO appears to vibrate. If the adjustment of \( b_0 \) cannot meet the requirements, the numerical value of \( b_0 \) should be adjusted to achieve good ESO performance with good estimated accuracy on the premise of low noise sensitivity.

By considering the assigned system poles on the position of \(-10\), the numerical values of \( \beta_1 \) and \( \beta_2 \) can be calculated as \( \beta_1 = 10 \) and \( \beta_2 = 25 \). The numerical value of \( b_0 \) is selected as \( b_0 = 1 \), and the ESO of the system is designed.

4.4. Disturbance Compensation. The input of the system can be compensated if ESO can estimate the state variables of the system in real time. The system can approximately simplify an integral series connection system after compensation. Therefore, the nonlinear state error feedback control strategy can use a linear proportional function instead of a nonlinear function. The disturbance outputs are observed by ESO to control the input. Then a controlling regularity can be designed as follows:

\[ u = \frac{u_0 - z_2}{b_0}. \]

(22)

By combining formula (10) with (22), the following equation can be obtained:

\[ \dot{y} = f + b_0 \left( \frac{u_0 - \tilde{f}}{b_0} \right) = u_0. \]

(23)

The open-loop system can be approximated into an integration element. The pole assignment can be realized by a proportionality coefficient:

\[ u_0 = k_p (r - z_1). \]  

(24)
5. Simulation Experiments

The control strategy is taken to compare with the PI control strategy to accurately judge the performances of the control strategy based on ESO. A PMSM produced by Kollmorgen (KBM-43X01) was selected as the executing agency of the system. Table 1 shows the motor parameters.

Simulations were carried out in the following four cases for two types of control strategies.

First, nonload starting. A given speed of 500 r/min is suddenly applied on the rotor for motor nonload starting at the time 0 s. Figure 5 shows the motor speed response curve under the two types of control strategies. This figure shows that the control strategy based on ESO has a shorter adjusting time and smaller overshoot amount than the PI control strategy. From the simulation results it can be seen that the overshoot amount of the control strategy based on ESO is 10.098% less than that of the PI control strategy and the response time of the control strategy based on ESO is 5.885 s less than that of the PI control strategy. The speed loop parameters of the overshoot amount and the response time for the PI control strategy and ESO control strategy for nonload starting are shown in Table 2.

Second, the external load disturbance is applying on the rotor suddenly. The initial motor speed is given as 500 r/min. An external load disturbance of 300 r/min was suddenly applied on the rotor at the time 5 s. Figure 6 shows the motor speed response curve under the two types of control strategies. From the simulation results it can be seen that after the external load disturbance applied on the rotor suddenly, the control strategy based on ESO has a smaller response curve fluctuation, shorter recovery time, and smaller load disturbance influence than that of the PI control strategy. The simulation results show that the overshoot amount of the control strategy based on ESO is 6.068% less than that of the PI control strategy and the response time of the control strategy based on ESO is 2.341 s less than that of the PI control strategy. The speed loop parameters of the overshoot amount and recovery time for the PI control strategy and ESO control strategy on the case of the external load disturbance applying on the rotor suddenly are shown in Table 3.

Simulation results of the error of $y$ and $z_1$ are shown in Figure 7 and the errors of $dy/dt$ and $z_2$ are shown in Figure 8.

The simulation results show that the compensation time of disturbance is about 0.673 s when the bandwidth of
Table 1: Parameters of the experiment motor.

<table>
<thead>
<tr>
<th>Type</th>
<th>Power supply voltage</th>
<th>Rated power</th>
<th>Maximum nonload speed</th>
<th>Continuous current</th>
<th>Continuous torque</th>
<th>Peak current</th>
<th>Peak torque</th>
<th>Motor pole logarithmic Resistance</th>
<th>Inductance</th>
</tr>
</thead>
<tbody>
<tr>
<td>KBM-43X01</td>
<td>VAC 400</td>
<td>W 2400</td>
<td>r/min 2750</td>
<td>A 5.1</td>
<td>N·m 6.11</td>
<td>A 18</td>
<td>N·m 18</td>
<td>Ω 16</td>
<td>mH 2.9</td>
</tr>
</tbody>
</table>

![Figure 8: Error of dy/dt and z₂.](image)

Table 2: Response parameters of the system for nonload starting.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Overshoot amount</th>
<th>Response time</th>
</tr>
</thead>
<tbody>
<tr>
<td>PI</td>
<td>13.461%</td>
<td>7.098 s</td>
</tr>
<tr>
<td>ESO</td>
<td>3.363%</td>
<td>1.213 s</td>
</tr>
</tbody>
</table>

Table 3: Response parameters of external load disturbance applied on rotor suddenly.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Overshoot amount</th>
<th>Response time</th>
</tr>
</thead>
<tbody>
<tr>
<td>PI</td>
<td>10.813%</td>
<td>2.973 s</td>
</tr>
<tr>
<td>ESO</td>
<td>4.745%</td>
<td>0.632 s</td>
</tr>
</tbody>
</table>

regulating error is 5%. That is to say, the state variables $z_1$ and $z_2$ can indicate $y$ and $dy/dt$ timely, respectively. Therefore the control strategy based on ESO can eliminate the influence of the disturbance rapidly and can achieve a result that the steady-state error is zero.

Third, in the case of the speed of motor changing suddenly, the initial motor speed is 500 r/min. The motor speed decreases from 500 r/min to 200 r/min at the time 4 s. The motor speed response curve under the two types of control strategies is shown in Figure 9. The figure shows that the control strategy based on ESO has smaller response curve fluctuations and better recovery capability than the PI control strategy when the speed of motor changes suddenly. From the simulation results it can be seen that the overshoot amount of the control strategy based on ESO is 3.034% less than that of the PI control strategy and the response time of the control strategy based on ESO is 2.688 s less than that of the PI control strategy. The speed loop parameters of the overshoot amount and recovery time for the PI control strategy and ESO control strategy when the speed of motor changes suddenly are shown in Table 4.

Fourth, response analysis is conducted on the motor speed error. The speed error response curve can be obtained in Figure 10 by comparing the actual motor speed output with the given speed. The figure shows that the speed error of the control strategy based on ESO decreases to 0 r/min faster than that of the PI control strategy. From the simulation results it can be seen that the speed maximum error of the control strategy based on ESO is 50.094 r/min less than that of the PI control strategy and the error vanishing time of the control strategy based on ESO is 6.163 s less than that of the PI control strategy. The parameters of motor speed error are shown in Table 5.

### 6. Conclusions

A speed control system for the pitching axis of satellite cameras based on an ESO was designed. The unknown states and uncertain factors of the system were estimated by the ESO. This control strategy compensates the influences produced by disturbances, and some good control performances are obtained. The simulation results show that the control strategy based on ESO has better control effects than the PI control strategy. This research provides a theoretical basis for future research. The application of ESO to the drift axis control system of satellite cameras, as well as the study of high-order ESO, will be conducted in future works.
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