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With the development of the urban rail train, safety and reliability have become more and more important. In this paper, the fault degree and health degree of the system are put forward based on the analysis of electric motor drive system’s control principle. With the self-organizing neural network’s advantage of competitive learning and unsupervised clustering, the system’s health clustering and safety identification are worked out. With the switch devices’ faults data obtained from the dSPACE simulation platform, the health assessment algorithm is verified. And the results show that the algorithm can achieve the system’s fault diagnosis and health assessment, which has a point in the health assessment and maintenance for the train.

1. Introduction

Urban rail train traction drive system is the key subsystem of the train, which is the guarantee for the train’s safe and smooth running. However, urban rail train’s motor drive system is a multivariable, nonlinear, strong coupling complex system. Its failure frequency and failure mode are intricate, mutual coupling interference, which seriously affected the safety and reliability of the train. However, the present process of fault identification and intervention “backwardness” determines its inevitable failure, which is limited for improving the safety. So the traditional urban rail train motor drive system needs online, real-time, fast health assessment and safety assessment. Safety control measures also should be taken in time to ensure the train’s safe running.

Reference [1] introduced the idea of the machine learning and artificial intelligence to fault diagnosis for the motor drive system, which is effective for the intelligent algorithm to solve the complex system’s fault diagnosis; [2] used the entropy weight multi-information algorithm to complete a comprehensive health assessment for the high-speed catenary, which plays a positive role in health monitoring and safety early warning for the catenary; [3, 4] applied the SOM neural network to the fault diagnosis and health evaluation for the steam turbine and the forest system, respectively, which embodied the SOM network algorithm’s unique advantage of fault diagnosis and health evaluation.

References [5–8] used the traditional methods of the physical aging damage mechanism of the system level for the damage assessment and reliability modeling of the train, which achieved the reliability assessment and safety prognosis for the train. References [9–16] used model-based and different intelligent methods such as the neural network and fuzzy logic to research on the diagnosis of power converters. In this paper, based on the above literatures, the control principle of train’s motor drive system is analyzed to get the health characteristics factor. Then the data is obtained from the dSPACE fault simulation platform. At last, the self-organizing feature map network intelligent algorithm is realized by MATLAB2011b to complete the health assessment, and the results showed that the health degree and the safety can be calculated and assessed accurately, which can provide a positive guiding role in safety warning and maintenance for the train.

2. The Analysis of System Health Parameters

As can be seen from Figure 1, urban rail train’s motor drive system mainly includes the traction inverter and traction motor which is controlled by the space vector modulation...
algorithm. The basic principle of vector control is to measure and control the stator current vector of the induction motor and control field current and torque current of the induction motor, respectively, according to the principle of magnetic field orientation which is described in Figure 2, so as to realize the induction motor torque control.

Traction inverter converts the DC voltage required by the traction system to variable voltage and variable frequency three-phase AC power supply for three-phase induction motor. So the inverter's output voltage and current waveform quality directly affect the performance of motor drive system and also reflect the health status of the motor drive system. In addition, three-phase motor's output torque and speed also directly reflect the traction motor's traction ability, which also indirectly reflects the health status of the motor drive system. So the three-phase output voltage, three-phase output current, output torque, and speed are identified as the health variables to analyze the health characteristics of motor drive system.

3. Health Characteristic Parameters Extraction

3.1. Data Preprocessing. Lu Murphey et al. [1] presented a model-based fault diagnostics system which used the three-phase voltages and currents as feature signal for detecting and locating multiple classes of faults in an electric drive and achieved good results. Bowen [17] and Diallo et al. [18] researched on the fault diagnosis of inverter's open circuit with the three-phase currents and voltages. Based on the literature above, when the system is in a stable state, the health status of motor drive system can be reflected by three-phase voltage, three-phase current, and torque and speed, which are, respectively, $V_{an}, V_{bn}, V_{cn}, I_a, I_b, I_c, T_e$, and $S$, of which $V_{an}, V_{bn}$, and $V_{cn}$ represent the root mean square value of three-phase voltage, respectively, $I_a, I_b$, and $I_c$ represent the root mean square value of three-phase current, respectively, and $T$ and $S$ represent the average torque and speed, respectively.

Suppose the number of sampling voltages $V_{in}$ ($i = a, b, c$) in time $t$ is $N$, and the samples are $V_{in}^1, V_{in}^2, \ldots, V_{in}^N$, respectively; then

$$V_{in} = \sqrt{\frac{(V_{in}^1)^2 + (V_{in}^2)^2 + \ldots + (V_{in}^N)^2}{N}}. \quad (1)$$

The number of sampled currents $I_i$ ($i = a, b, c$) in time $t$ is $M$, and the samples are $I_i^1, I_i^2, \ldots, I_i^M$, respectively; then

$$I_i = \sqrt{\frac{(I_i^1)^2 + (I_i^2)^2 + \ldots + (I_i^M)^2}{M}}. \quad (2)$$

The number of types of sampled torque $T_e$ in time $t$ is $P$, and the samples are $T_e^1, T_e^2, \ldots, T_e^P$, respectively; then

$$T_e = \frac{T_e^1 + T_e^2 + \ldots + T_e^P}{P}. \quad (3)$$

The number of sampled speeds $S$ in time $t$ is $Q$, and the samples are $S^1, S^2, \ldots, S^Q$, respectively; then

$$S = \frac{S^1 + S^2 + \ldots + S^Q}{Q}. \quad (4)$$

3.2. Health Characteristics Factor Calculation. Suppose that the variables' rating standard values of the system in steady state are $V_{an}, V_{bn}, V_{cn}, I_a, I_b, I_c, T_e$, and $S$, respectively, and the values different between the actual state and standard state represent the health status of the system. The greater the deviation is, the worse the system health is. To the contrary, the smaller the deviation is, and the better the system health is. Therefore, the health characteristics factor can be described as

$$x_1 = \frac{|V_{an} - V_{an}^*|}{V_{an}^*},$$

$$x_2 = \frac{|V_{bn} - V_{bn}^*|}{V_{bn}^*},$$

$$x_3 = \frac{|V_{cn} - V_{cn}^*|}{V_{cn}^*},$$

$$x_4 = \frac{|I_a - I_a^*|}{I_a^*},$$

$$x_5 = \frac{|I_b - I_b^*|}{I_b^*},$$

$$x_6 = \frac{|I_c - I_c^*|}{I_c^*},$$

$$x_7 = \frac{|T_e - T_e^*|}{T_e^*},$$

$$x_8 = \frac{|S - S^*|}{S^*}. \quad (5)$$
4. Health Assessment Based on Self-Organizing Feature Map Network

4.1. The Principle of Self-Organizing Feature Map Network. Self-organizing feature map (SOM) model [19] is a kind of competitive neural network, which introduces the self-organizing characteristics and is the same as competitive neural network by using unsupervised learning style. The difference is that the self-organizing map network can not only learn the distribution of input samples but also identify the topology of the input vector. Classifications are performed by multiple neurons interop with each other. Figure 3 is the network's structure diagram. The self-organizing map network contains two layers which are the input layer and the output layer. The input and output neurons are linked together by weight; at the same time, neighboring neurons are also linked by weight vector. The transfer function of the output neurons is mainly the linear function so the output value is the sum of the linear weighted input value. Suppose that the number of input neurons is $m$, the output neuron is $n$, weight is $w_{ij}$, and the output value of the output neurons $Y_j$ will be

$$Y_j = f\left(\sum_i x_i w_{ij}\right). \quad (6)$$

Self-organizing feature map algorithm is a kind of clustering method without teachers, which can map any input mode into one-, two-, or multidimensional discrete graphics in the output layer and still keep its structure unchanged. The learning process can be described as follows: for each of the networks input health characteristics, it just adjusts parts of the weights, which make the weight vectors more close or far from the input vector. And the adjustment process is called the competitive learning. As the continuous learning, the weight vectors in the input space are separated and form a mode which represents the input space, respectively, which realizes the clustering of the health characteristics and health level.

4.2. The Network Learning and Health Assessment. Figure 4 is the flow chart of for the network learning and system health assessment. The healthier the system is, the smaller the deviation value is. Therefore the fault degree of the clustering neurons' output is lower, and the health degree is higher. The following is to explain how the clustering parameters are selected and the training steps of the network, respectively.

4.2.1. The Selection of Clustering Parameters. Parameters here are mainly the number of categories. When we use the self-organizing feature map network to cluster, the structure of the competition layer is set as $3 \times 3$ and the clustering category of the number is 9. As for meticulous category the system health will be divided into many health levels that do not have much point. While it is not enough detailed, if only it is divided into two categories. As the input vector is 8 dimensions, so the network's input layer contains eight neuron nodes and the competitive layer contains nine neuron nodes. After the training, each input vector belongs to a competitive layer node. And the fault degree $D$ of network's output ranges from 0.1 to 0.9. 0.1 means the system is in normal or safe state, while 0.9 means that the system has a major failure, and the number between them means that the system is in a state of degradation failure. The higher the fault degree is, the more serious the system failure is. Thus the system health degree $H$ is defined as follows:

$$H = (1 + \varepsilon - D) \times 100\%.$$  \quad (7)

Among them, $D$ is the system's damage degree which is also the fault degree. $H$ is the system's health degree, and $\varepsilon$ is the correction coefficient of the system health and generally ranges from 0 to 0.1.

4.2.2. Network Training. SOM network’s training steps [19] are as follows.
Set the Variable. As the input sample vector is \( x = [x_1, x_2, \ldots, x_8] \), each sample is an eight-dimensional vector. \( \omega_i(k) = [\omega_{i1}(k), \omega_{i2}(k), \ldots, \omega_{in}(k)] \) is the weight vector between each of input nodes and output neurons.

Initialization. Small random values are used as initialized weights; then the input vector and weights are normalized as follows:

\[
x' = \frac{x}{\|x\|}
\]
\[
\omega_i'(k) = \frac{\omega_i(k)}{\|\omega_i(k)\|}.
\] (8)

Network Input. Samples do dot product with the weight vector, and the maximum of the output neurons will win the competition. As the sample and weight vectors have been normalized, so the minimum Euclidean distance can be worked out by calculating the maximum dot product:

\[
D = \|x - \omega\|.
\] (9)

The neurons who get the minimum Euclidean distance will win as the winning neuron.

Update the Weights. For the neurons on the winning neuron topological neighborhood, Kohonen rule is applied to update:

\[
\omega(k + 1) = \omega(k) + \eta(x - \omega(k)).
\] (10)

Different distance functions can be used to determine the neighborhood; the commonly used Euclidean distance (dist) is the Manhattan distance (mandist), and so forth.

Update the learning rate \( \eta \) and the topological neighborhood and normalize the learned weights. Learning rates and the neighborhood sizes are adjusted according to the stage of sorting and adjustment.

Determine If Convergence. Determine whether the number of iterations reaches the maximum; if it did not reach the maximum number of iterations, then go to the third step or end the algorithm.

5. Simulation Experiments and Results Analysis

5.1. Simulation Model and Test. The motor drive fault simulation experiment is conducted by the dSPACE real-time simulation platform [17]. The platform mainly consists of the computer, dSPACE software system, dSPACE hardware control board DS1104 PPC, dSPACE hardware control panel CP1104, voltage and current sensors, signal detection unit, and an intelligent power module (IPM). The vector control system structure of the induction motor set up by dSPACE real-time simulation platform is shown in Figure 5.

Figure 5 shows the architecture of the real-time dSPACE simulation system. With the dSPACE software control model, the motor vector control model can be quickly converted into code and downloaded to the DS1104 hardware control panel with RTW/RTI. The control panel CP1104 converted the control and protection signal from TMS320F240DSP to a standard IPM signal for controlling the power switch. At the same time, the voltage, current, speed, and other signals are input into the CP1104 hardware control panel via the signal conditioning board and then fed to the input of the model to form a closed loop control. In this paper, a different number of
fault switching devices are triggered to simulate the system’s different fault degree. And the switch’s open circuit faults are simulated through the blockade of the pulses by dSPACE software. Table 1 is the system health degradation state table.

5.2. Health Degradation Simulation and Calculation. Figure 8 is the motor drive system’s fault simulation test platform. DC voltage is about 513–537 V which is rectified from 380 V
three-phase AC voltage by the uncontrollable rectifier. Then the DC voltage is transformed to three-phase AC by the IPM module, and the inverter output power is 2.2 kW of the induction motor load. From the dSPACE simulation platform we can get eight state variables. And they can be acquired and preprocessed as the health degrees as in Table 2.

Differentswitching devices faults are triggered to simulate different fault degrees of motor drive system. The health degraded data in Table 2 is input into the self-organizing feature map network with MATLAB2011b. The network’s connection weights, weight distance, and position are shown in Figures 9–11, and the health assessment results are in Table 3. From the table, we can see that, with the increase of the number of fault switching devices, the system fault degree increased, and the health degree reduced. What is more, when the number of faults is one, the health degree is still 80 percent, which means the system can still operate in a degraded state. When the number of faults is two, the health degree is 60 percent which drops 20 percent compared with one fault device. But it is still above 50 percent which is higher than three or more fault devices. So we must take tolerance control measures or maintenance action to keep the system safe before two fault devices as soon as possible in order to avoid property loss or casualties.
6. Conclusions

This paper extracted the health variables of the motor drive system by analyzing the control principles and fault mechanism firstly. Then they are preprocessed to get the health degree. With the self-organizing feature map network’s unsupervised and autonomous learning characteristics, the system fault is clustered and recognized quickly through the competition clustering. The fault of the switching device is taken as example to validate the algorithm by the simulation experiment and demonstration. Finally the health degree is put forward to complete the system’s health assessment, which has an important guiding significance for railway motor drive system’s safety assessment and maintenance.

Of course, due to the limited time and ability, this paper just put forward a preliminary health assessment scheme and algorithm. Later there is a need for research of the capacitance’s aging damage, electrical insulation failure, sensor failure, and also the analysis of different failure mode effect on the system in order to realize the online health assessment and safety early warning for the train’s safety, reliability, and stability.
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