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This paper solves control problems of agents achieving consensus motions in presence of nonuniform time delays by obtaining the maximal tolerable delay value. Two types of consensus motions are considered: the rectilinear motion and the rotational motion. Unlike former results, this paper has remarkably reduced conservativeness of the consensus conditions provided in such form: for each system, if all the nonuniform time delays are bounded by the maximal tolerable delay value which is referred to as “delay margin,” the system will achieve consensus motion; otherwise, if all the delays exceed the delay margin, the system will be unstable. When discussing the system which is intended to achieve rotational consensus motion, an expanded system whose state variables are real numbers (those of the original system are complex numbers) is introduced, and corresponding consensus condition is given also in the form of delay margin. Numerical examples are provided to illustrate the results.

1. Introduction

As one of the fundamental problems in the study of the cooperative control for multiagent systems, consensus problem has received a fair amount of recent attention, because of its applications in formation control [1], target tracking [2], and sensor networks [3]. When researching consensus problems, time delay is hardly a matter of rarity, and numerous examples [4–16] have attested to its prevalence. It then raises a question: are the consensus conditions for the nondelayed systems still applicable in presence of time delays?

The treatments of systems with time delays have been widely studied, and researchers have developed diverse applicable approaches to analyzing the system stability under the occurrence of time delays, such as Lyapunov approach, the approach based on the properties of nonnegative matrices, and frequency domain approach. Lyapunov approach is a powerful tool of time domain analysis, with which one can easily handle nonlinearities and time-varying uncertainties. The consensus problems of delayed systems in [4, 5, 7, 8, 10, 12, 13, 16] have been worked out by establishing Lyapunov functions (functionals). Approaches based on the properties of nonnegative matrices can be available to the cases of dynamically changing topologies [15], but they are commonly limited to discrete-time systems. Linear delay systems are discussed in greater length with frequency domain approaches which [6, 9, 11] have studied the stability of multiagent systems with time delays, and necessary and sufficient conditions for these systems to reach consensus have been derived. Usually, consensus conditions derived by Lyapunov-based approaches are more likely to be conservative than the ones obtained by frequency domain approaches.

Taking nonuniform time delays into account, the paper investigates the consensus problems of multiagent systems in terms of motion. We consider two types of consensus motions: one is rectilinear motion, and the other is rotational motion. In the two systems, the agents aim to collectively move at a uniform velocity and angular speed, respectively, depending on their initial states. These multiagent models have found various applications, such as formation control for unmanned aerial vehicles (UAVs), spacecraft docking, and circular mobile sensor networks. The second order control algorithms are extended from the previous works [11, 17], but nonuniform time delays are considered.

An efficient frequency domain approach is employed to derived sufficient conditions for these consensus problems. The results are presented in the form of “delay margins.” Each
delay margin is a derived value that if all the time delays in the corresponding system are bounded by this value the system will reach consensus, but if all the delays exceed this value the agents will not achieve collective motion. Consequently, one cannot find out a greater value that if all the delays are bounded by that value the system still reaches consensus always. In [18], the author discussed the stabilities of second-order multiagent systems with nonuniform delays using Lyapunov methods, and the results are presented in the form of Linear Matrix Inequalities (LMIs), which are different from our work. The previous publications [11, 19] have studied multiagent systems with unstable modes, but nonuniform delays have not been considered. Reference [17] has proposed the rotating consensus algorithm, without consideration of delay effects. The rotating consensus algorithm we adopt enables the agents to achieve rotational consensus motion in the complex plane. However, in many cases, complex numbers cannot be processed by the processor. We expand the original system by separating the real part and imaginary part of each state variable. The new system has real state variables and coefficient matrices. We finally provide consensus conditions for the expanded system in the form of delay margin.

The remainder of this paper is organized as follows. Section 2 presents some mathematical preliminaries for the later proof, and with their help, we define the consensus problems and then protocols are given for the second-order multiagent systems with multiple time delays. Section 3 shows the stability analysis of the systems and discusses what will happen to the system to achieve rectilinear consensus motion if the input delays are absent; this section also provides an expansion to the system to reach rotating consensus, and this additional result allows us to simulate the algorithms in an easier way. Section 4 gives numerical simulations. Finally in Section 5, some conclusions are drawn.

2. Model

Before presenting the model, we first provide a brief narrative on some definition and results in graph theory, which are used extensively in the rest of this paper.

Consider a multiagent system consisting of $n$ agents. The communication network topology among them is represented by an undirected graph $G (\mathcal{F}, \mathcal{E}, \mathcal{A})$, which consists of a set of nodes $\mathcal{F} = \{s_i\}$, $i \in \mathcal{J} = \{1, 2, \ldots, n\}$, a set of edges $\mathcal{E} \subseteq \mathcal{F} \times \mathcal{F}$, and a weighted adjacency matrix $\mathcal{A} = [a_{ik}]$, where $\hat{a}_{ii} = 0$, and $a_{ik} = 0$ (for $G$ is undirected). $a_{ik} > 0$ if and only if there exists an edge $e_{ik} \in \mathcal{E}$ between the $i$th and $k$th nodes, which implies that they can get information from each other. The set of neighbours of node $s_i$ is denoted by $N_i \triangleq \{s_k \in \mathcal{F} : e_{ik} \in \mathcal{E}\}$. The Laplacian associated with the graph $G$ is defined as $L_{\mathcal{A}} \triangleq [\ell_{ik}]$, where $\ell_{ii} = \sum_{k=1}^{n} a_{ik}$ and $\ell_{ik} = -a_{ik}, i \neq k$. A path is a sequence of ordered edges $e_{i_1j_1}, e_{i_2j_2}, \ldots, e_{i_mj_m} \in \mathcal{E}$, where if there is a path between every pair of nodes in graph $G$, the graph is said to be connected. The lemma below is given by [20].

**Lemma 1.** If the undirected graph $G$ is connected, then its Laplacian $L_{\mathcal{A}}$ has one singleton zero eigenvalue (with eigenvector $1$), and the rest of $n-1$ eigenvalues of $L_{\mathcal{A}}$ are all positive.

Consider $n$-agent systems with second-order dynamics:

\[
\begin{align*}
\dot{x}_i(t) &= v_i(t), \\
\dot{v}_i(t) &= u_i(t),
\end{align*}
\]  

where $x_i, v_i$ denote the position and velocity of the $i$th agent, respectively, and $u_i(t)$ is the control input. Denoting the state vector $\zeta_i(t) \triangleq [x_i(t), v_i(t)]^T$, we assume that the initial condition is $\zeta_i(0) = (0, 0)^T$ for $p \in (-\infty, 0]$.

Two goals have been set for the system to achieve: rectilinear consensus motion and rotational consensus motion. Clearly, the control input $u_i(t)$ decides the behavior of the agents. We will propose two algorithms, respectively, for the two goals; before that, we use mathematical symbols to represent what will happen to the agents when the goals are achieved.

For the first goal, rectilinear consensus motion, if $\lim_{t \to +\infty} [\zeta_i(t) - \zeta_k(t)] = 0$ is satisfied for all $i, k \in \mathcal{J}$, the control input $u_i(t)$ is said to solve the consensus problem asymptotically [11]. System (1) under this control input is referred to as “system $Y_1$” hereinafter. In fact, in some cases (very extreme cases), the agents will not move collectively but all stay at a point as a final state; it depends on the initial conditions.

For the second goal, rotational consensus motion, the consensus is reached if

\[
\begin{align*}
\lim_{t \to +\infty} [v_i(t) - v_k(t)] &= 0, \\
\lim_{t \to +\infty} \left\{ [x_i(t) + \omega^{-1} j v_i(t)] - [x_k(t) + \omega^{-1} j v_k(t)] \right\} &= 0, \\
\lim_{t \to +\infty} [v_i(t) - j \omega v_i(t)] &= 0
\end{align*}
\]

for all $i, k \in \mathcal{J}$, where $\omega \in \mathbb{R}^+$ is the constant angular velocity in which all agents move around a common point together [17]. We assume $\omega = 1$ to simplify the future discussion. System (1) under a control input to satisfy (2) is called “system $Y_2$” hereunder.

The state variables of agents in system $Y_1$ are considered in the real domain for convenience of calculation; that is, $x_i, v_i \in \mathbb{R}$ in $Y_1$. However, the agents in system $Y_2$ are intended to achieve rotational consensus motion in the complex plane; thus the state variables $x_i, v_i \in \mathbb{C}$ are complex values for system $Y_2$.

Taking nonuniform time delays into account, we modify the corresponding protocols proposed in [11, 17] and give the control inputs of our systems $Y_1$ and $Y_2$ as

For $Y_1$: $u_i(t) = \sum_{s_k \in N_i} a_{ik} \left[ k_1 \left[ x_i(t - \tau_{ik}) - x_k(t - \tau_{ik}) \right] \right. \\
+ k_2 \left[ v_i(t - \tau_{ik}) - v_k(t - \tau_{ik}) \right],

For $Y_2$: $u_i(t) = j v_i(t) - \sum_{s_k \in N_i} a_{ik} \left[ v_i(t - \tau_{ik}) - v_k(t - \tau_{ik}) \right],

\]
\[-\sum_{i \in N_i} a_{ik} \left[ x_i(t - \tau_{ik}) + jv_i(t - \tau_{ik}) \right] - \left[ x_k(t - \tau_{ik}) + jv_k(t - \tau_{ik}) \right], \]

for any \( i, k \in \mathcal{I} \), where \( a_{ik} > 0 \) denotes the edge weight, and \( \tau_{ik} = \tau_{ki} \) is the time delay for the \( i \)th agent to get the state information of the \( k \)th agent. We also consider the system to have \( M \) different time delays, denoted by \( \tau_m \in \{ \tau_{ik}, i, k \in \mathcal{I} \} \) \((m = 1, 2, \ldots, M)\).

We use matrix notation to write the models of both systems in compact form. To unify the form, we define

\[
\psi_1(t) = \left[ x_1(t), v_1(t), x_2(t), v_2(t), \ldots, x_n(t), v_n(t) \right]^T,
\]

\[
\psi_2(t) = \left[ x_1(t), c_1(t), x_2(t), c_2(t), \ldots, x_n(t), c_n(t) \right],
\]

where \( c_i(t) = x_i(t) + jv_i(t) \) for all \( i \in \mathcal{I} \). \( \psi_1(t) \) and \( \psi_2(t) \) are the state vectors of system \( Y_1 \) and \( Y_2 \), respectively. By defining coefficient matrices

\[
A_1 \triangleq \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix},
B_1 \triangleq \begin{bmatrix} 0 & 0 \\ k_1 & k_2 \end{bmatrix},
A_2 \triangleq \begin{bmatrix} j & -j \\ 0 & 0 \end{bmatrix},
B_2 \triangleq \begin{bmatrix} 0 & 0 \\ -1 & 1 + j \end{bmatrix},
\]

system (1) under the control inputs (3) can be rewritten as

\[
Y_q; \psi_q(t) = \left( I_n \otimes A_q \right) \psi_q(t)
- \sum_{m=1}^{M} \left( L_{om} \otimes B_q \right) \psi_q(t - \tau_m),
\]

for \( q = 1, 2 \), with the initial condition \( \psi_q(p) = \psi_q(0), p \in (-\infty, 0] \), where \( L_{om} \) denotes the Laplacian of a subgraph associated with the delay \( \tau_m \). Clearly, \( L_\sigma = \sum_{m=1}^{M} L_{om} \).

In this paper, the graph \( \mathcal{G} \) is assumed to be connected and undirected. Then according to Lemma 1, we suppose that the eigenvalues of \( L_\sigma \) are \( 0 = \lambda_1 < \lambda_2 \leq \lambda_3 \leq \cdots \leq \lambda_n \).

### 3. Main Results

In this section, we derive consensus conditions for systems \( Y_q, q = 1, 2 \), with a frequency domain approach. The main idea of this method is to firstly prove the consensus achievement of each system when all the time delays are equal to zero and then to calculate the delay margin to ensure that if all the delays are under the bound of it, the stability of the system will not be affected.

#### 3.1. Consensus Conditions for the Original Systems

Firstly, we investigate the stability of \( Y_1 \) in absence of time delays. Let

\[
\Phi \triangleq I_n \otimes A_1 - L_\sigma \otimes B_1,
\]

and then \( Y_1 \) given by (6) with zero time delays can be written as

\[
\psi_1(t) = \Phi \psi_1(t).
\]

**Lemma 2.** The matrix \( \Phi \) has a double eigenvalue at zero with a single Jordan block, and all other eigenvalues have negative real parts.

**Proof.** According to Lemma 1, there exists an orthogonal matrix \( W \), such that

\[
W^T L_\sigma W = \text{diag} \{ \lambda_2, \ldots, \lambda_n \},
\]

and then it follows that

\[
(W \otimes I_2)^T \Phi (W \otimes I_2)
= \text{diag} \{ A_1, A_1 - \lambda_2 B_1, \ldots, A_1 - \lambda_n B_1 \}.
\]

Through simple calculations, we have

\[
\text{det} \left( \text{diag} \{ A_1, A_1 - \lambda_2 B_1, \ldots, A_1 - \lambda_n B_1 \} \right)
= \prod_{j=2}^{n} (\lambda_1 - \lambda_2) s + \lambda_1 \lambda_2 = 0.
\]

The roots of each \( \lambda_1 - \lambda_2 < 0 \), the real parts of (12) are \( -\lambda_1 \lambda_2 / 2 < 0 \), and when \( \lambda_1 \lambda_2 \geq 4 \lambda_1 \lambda_2 \), (12) apparently are negative real numbers. Thus the polynomial (11) has a double root at zero, and the real part of all other roots is negative; then the lemma is proven.

**Remark 3.** According to Lemma 2, system (8) is unstable in the sense of traditional control due to the existence of the zero Jordan block in the system matrix. However, one can easily obtain that the vectors \( 1_n \otimes [1, 0]^T \) and \( 1_n \otimes [0, 1]^T \) are the eigenvectors associated with the zero eigenvalue. Therefore the nondelayed system (8) finally converges to the space spanned by the two vectors; that is, \( \lim_{t \to +\infty} [\xi_1(t) - \xi_2(t)] = 0, \) for all \( i, k \in \mathcal{I} \). This has illustrated that the consensus is reached.

Reference [17] has proven that system \( Y_2 \) will achieve rotational consensus motion when all the time delays are absent. Then we summarize the results in the following lemma.

**Lemma 4.** Consider a network of second-order agents with fixed topology that is connected. Both of the multiagent systems \( Y_q (q = 1, 2) \) given by (6) will reach consensus if all the delays \( \tau_m = 0, m = 1, 2, \ldots, M \).
The next step is to find out the conditions ensuring stable consensus motions of both systems.

**Theorem 5.** Consider the second-order systems \( Y_q, q = 1, 2 \), that, given by (6), the consensus problems are solved, if in each system all the delays \( \tau_m \) are smaller than a corresponding value \( \overline{\tau}_q, \ q = 1, 2 \), where

\[
\tau_q \in [0, 2\pi)
\]

\[
\theta_q(\omega_q) \equiv \frac{\theta_q(\omega_q)}{\omega_q}. The following proves that, for each \( q = 1, 2 \), \( \tau_q = \tau_q(\omega_q) \) is

Proof. Consider the multiagent systems (6) with nonuniform time delays. Take \( \Psi_q(s) \) as the Laplace transform of \( \psi_q(t) \); we have \( \Psi_q(s) = G_{eq}^{-1}\Psi_q(0) \), where

\[
G_{eq}(s) = sI_{2n} - (L_n \otimes A_q) + \sum_{m=1}^{M} (L_{om} \otimes B_q)e^{-\tau_ms}
\]

Multiplying by \( u_q^H \) (the conjugate transpose of \( u_q \)) on the left side of the left part of (15), and with (16) substituted, it yields

\[
\sum_{m=1}^{M} \alpha_m e^{\omega_q \tau_m} = \frac{\omega_q^2}{k_1 + j\omega_1 k_2}
\]

\[
\sum_{m=1}^{M} \alpha_m e^{\omega_q \tau_m} = \frac{-j\omega_2 (\omega_q - 1)}{\omega_2 + j(\omega_2 - 1)}
\]

where

\[
\alpha_m = \frac{u_q^H (L_{om} \otimes I_2) u_q}{u_q^H u_q}
\]

Equation (17) can be rewritten as

\[
\sum_{m=1}^{M} \alpha_m e^{\omega_q \tau_m} = \frac{\omega_q^2}{k_1 - j\omega_1 k_2} \pm F_1(\omega_q)
\]

\[
\sum_{m=1}^{M} \alpha_m e^{\omega_q \tau_m} = \frac{-j\omega_2 (\omega_q - 1)}{\omega_2 - j(\omega_2 - 1)} \pm F_2(\omega_q)
\]

Take modulus of both sides of (19) to obtain

\[
M_q(\omega_q) \equiv |F_q(\omega_q)| = \left| \sum_{m=1}^{M} \alpha_m e^{\omega_q \tau_m} \right| \leq \sum_{m=1}^{M} |\alpha_m|
\]

for \( q = 1, 2 \). After some calculation, we find that the inequality \( M_q(\omega_q) \leq \lambda_n \) from (20) holds true if and only if \( \omega_q \leq \overline{\omega}_q \). This is a necessary condition for our hypothesis to hold.

The idea now is to analyze the argument of each \( F_q(\omega_q) \), to find out how \( \tau_m \) affects the validity of our hypothesis that the imaginary eigenvalues \( j\omega_q \) exist. Calculate the arguments of \( F_1(\omega_q) \); we get

\[
\theta_1(\omega_q) \equiv \arg[F_1(\omega_q)] = \arctan\left(\frac{k_2}{k_1}\omega_2\right)
\]

\[
\theta_2(\omega_q) \equiv \arg[F_2(\omega_q)]
\]

where \( \theta_q(\omega_q) \in [0, 2\pi). Define \( \tau_q(\omega_q) \equiv \theta_q(\omega_q)/\omega_q \). Then the following proves that, for each \( q = 1, 2 \), \( \overline{\tau}_q = \tau_q(\omega_q) \) is
the minimal value of $\tau_q(\omega_q)$ when $\omega_q \leq \bar{\omega}_q$. For system $Y_1$, Let $a \equiv k_2/k_1$. Calculate derivative of $\tau_1(\omega_1)$:

$$D_1(\omega_1) \equiv \frac{d (\tau_1(\omega_1))}{d \omega_1} = \frac{a}{\omega_1 (a^2\omega_1^2 + 1)} \arctan\left(\frac{a\omega_1}{\omega_1^3}\right) - \frac{\omega_1^2}{a^2\omega_1^2 + 1} D_2(\omega_1),$$

and the derivative of $D_2(\omega_1)$ is

$$D_2(\omega_1) \equiv \frac{d (D_2(\omega_1))}{d \omega_1} = -\frac{2a^2 \omega_1^2}{(a^2\omega_1^2 + 1)^2} < 0. \hspace{1cm} (23)$$

Thus $D_2(\omega_1) < D_2(0) = 0$ when $\omega_1 > 0$. Consequently, $D_1(\omega_1) = D_2(\omega_1)/\omega_1^2 < 0$ when $\omega_1 > 0$, which means $\tau_1(\omega_1)$ decreases as $\omega_1$ grows. Therefore we have $\tau_1 = \tau_1(\bar{\omega}_1) \leq \tau_1(\omega_1)$, when $\omega_1 \leq \bar{\omega}_1$. For system $Y_2$, when $\omega_2 < 1$, one can easily calculate that $\tau_2(\omega_2) > 1$ always holds; and when $\omega_2 \geq 1$, $\tau_2(\omega_2)$ is monotonically decreasing from $\pi/2$; moreover, when $\omega_2 > 2$, $\tau_2(\omega_2) < 1$ (we omit the proof which is similar to the one given above). Because the network of the system is connected, $\lambda_n > 1$ holds true; it follows that $\omega_2 > 2$. Therefore, one cannot find a smaller value of $\tau_2(\omega_2)$ than $\tau_2 = \tau_2(\bar{\omega}_2)$ when $\omega_2 \leq \bar{\omega}_2$.

Note that $\theta_q(\omega_q)$ are also the arguments of the left parts of (19); if for each system we set all $\tau_m < \tau_q$, we have

$$\tau_q(\omega_q) = \frac{\theta_q(\omega_q)}{\omega_q} = \frac{\arg\left(\sum_{m=1}^{M} \alpha_m e^{i\omega_q \tau_m}\right)}{\omega_q} \leq \max \left\{ \frac{\omega_q \tau_m}{\omega_q} \right\} < \omega_q \tau_q = \frac{\omega_q}{\omega_q} = \tau_q,$$

for $q = 1, 2$, which conflicts with the idea that $\tau_q = \tau_q(\bar{\omega}_q)$ is the minimal value of $\tau_q(\omega_q)$ when $\omega_q \leq \bar{\omega}_q$; and this rejects our hypothesis. Consequently, each of the two systems has no nonzero imaginary eigenvalue when all the delays $\tau_m < \tau_q$. Following the continuity of function, the zero crossing of eigenvalues from the left half plane to the right half plane has been prevented, and the bounded delays will not bring about instabilities to the systems. According to Lemma 4, the system can reach consensus with bounded delays, and the theorem is proven.

In fact, for each system, if all $\tau_m = \tau_q$, then there must exist an imaginary eigenvalue $\bar{\omega}_q$ and corresponding eigenvector $u_q$ that satisfy $\sum_{m=1}^{M} \alpha_m = \lambda_n$. That is, according to (19),

$$\sum_{m=1}^{M} \alpha_m e^{i\omega_q \tau_q} = E_q(\bar{\omega}_q),$$

holds true.

Remark 6. $\tau_q$ are termed the delay margins. If we draw trajectories of the delays $\tau_m$ that each value grows from 0 to $+\infty$, then the touch of $\tau_m = \tau_q$ leads to the first contact of the eigenvalues from the stable region to the unstable one. When all the delays exceed $\tau_q$, the system will be unstable, because there must exist at least one eigenvalue in the unstable region (the RHP). The instabilities get worse with increasing $\tau_m$.

Remark 7. Reference [9] has provided a general method of obtaining delay margins for delayed systems (including nonuniform delays) to solve consensus problems, and the method proposed in this paper is inspired by that idea. However, only first-order systems have been considered in [9], where the arguments of $\sum \alpha_m e^{i\omega_q \tau_m}$ are bounded by the simple $\pi/2$. In our paper, the arguments $\theta_q(\omega_q)$ are bounded by variables changing with $\omega_q$, thus we have to find possible maximal delay values related to $\omega_q$ to cause the contradictions. Reference [21] has discussed the consensus problem of multiagent systems with delays using frequency approaches, but the agent dynamics are only considered in the form of single integrator, and the methods can not be directly used in second-order systems. In the literatures [11, 22], the authors studied the consensus problems of second-order systems with uniform delays; however, the situations of multiple time delays were not discussed. In [18], the stability analyses of second-order multiagent systems with nonuniform delays were performed using Lyapunov methods, and the results were presented in the form of Linear Matrix Inequalities (LMIs).

3.2 Consensus Phenomenon of System $Y_1$ without Input Delays. In many cases, the consensus is reached when all agents converge on a point and stay. References [11, 19] have proposed consensus algorithms enabling the vehicles to drive together at a uniform velocity after their convergence. These classical algorithms are then extensively applied in the subsequent works, such as the generalized use in [23] to solve the tracking problem. Therefore exploring such basic algorithms is very useful and the results can be generalized for many applications. In this paper, the idea of $Y_1$ comes from the algorithm proposed in [11]; but we consider nonuniform time delays. In our systems, each agent gets delayed information from its neighbors, and besides these communication delays, input delays also occur. Consequently, one may come up with a question that what if the input delays are absent while communication delays still occur. In this situation, the control input of (1) for $Y_1$ becomes

$$u_k(t) = \sum_{j \in N_k} a_{jk} \left[ k_1 \left[ x_i(t) - x_k (t - \tau_{jk}) \right] \right]$$

$$+ k_2 \left[ x_i(t) - x_j (t - \tau_{ij}) \right]. \hspace{1cm} (26)$$

Suppose that there is a time when all the agents are moving forward together at the same point; then the value of $x_i(t) - x_k (t - \tau_{jk}) > 0$ depends on the value of $\tau_{jk}$ and how fast the agents move. If this happens, (26), which determines the acceleration of each agent, will not equal zero, and it is difficult for $u_i(t)$ and $u_k(t) (i \neq k)$ to reach the same value due
to the nonuniform delays. Then, in the next period of time, the agents have to separate from each other because of their different accelerations.

Simulations (see in Section 4) have shown a reasonable consensus phenomenon when applying (26) to the system: when appropriate delays are set to the system, the agents move to get together at first, and then slow down until they stop at the same point, which means that the agents will not finally achieve a collective motion when the input delays are absent while communication delays still occur.

### 3.3. Conditions for an Expanded System to Achieve Rotational Consensus Motion

System $Y_2$ given by (6) ($q = 2$) has provided a solution that the agents are intended to perform a rotational consensus motion in the complex plane. However, in many practical cases, the processors of the systems do not accept complex numbers directly; as an example, it is difficult to draw a simulation model in the MATLAB for such a system involving complex state variables. Commonly, we "expand" the system by replacing each complex variable with two real variables: the real part and the imaginary part of the original variable, respectively. The new system is equipped with real coefficient matrices.

Denote the new state vector and coefficient matrices:

\[
\overline{\Psi}_2(t) \triangleq \left[ \text{Re}(x_1), \text{Im}(x_1), \text{Re}(c_1), \text{Im}(c_1), \text{Re}(x_2), \text{Im}(x_2) \right],
\]

\[
\overline{A}_2 \triangleq \text{Re}(A_2) \otimes I_2 + \text{Im}(A_2) \otimes E_2,
\]

\[
\overline{B}_2 \triangleq \text{Re}(B_2) \otimes I_2 + \text{Im}(B_2) \otimes E_2,
\]

where $\text{Re}(\cdot)$ and $\text{Im}(\cdot)$ mean the real and imaginary part of the term enclosed, respectively, and

\[
E_2 \triangleq \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}.
\]

We get the new system expanded from the system given by (6) ($q = 2$):

\[
\overline{\Psi}_2(t) = (I_n \otimes \overline{A}_2)\overline{\Psi}_2(t) - \sum_{m=1}^{M} (I_{om} \otimes \overline{B}_2)\overline{\Psi}_2(t - \tau_m).
\]  

(29)

Equation (29) is another form of $Y_2$, and its state variables are real values. Agents in system (29) behave like those in $Y_2$ given by (6) ($q = 2$) when all the time delays are absent. Therefore, in the light of the real state variables, we usually simulate the expanded system instead of the original one. However, there is a notable difference between the two systems. The amount of eigenvalues of the new system (29) doubles that of (6) ($q = 2$). We introduce another related system for reference:

\[
\Psi_2(t) = (I_n \otimes A_2^*)\Psi_2(t) - \sum_{m=1}^{M} (L_{om} \otimes B_2^*)\Psi_2(t - \tau_m),
\]

(30)

where $A_2^*$ and $B_2^*$ are the conjugate matrices of $A_2$ and $B_2$, respectively. The subsequent lemma illustrates the relationships among the three systems (6) ($q = 2$), (30), and (29).

**Lemma 8.** There are $4n$ eigenvalues of system (29), which consist of all the $2n$ eigenvalues of (6) ($q = 2$) and all the $2n$ eigenvalues of (30).

**Proof.** Suppose that $\gamma$ is one eigenvalue of (6) ($q = 2$), and the corresponding eigenvector is $\alpha$. Then we have

\[
\gamma I_{2n} - (I_n \otimes A_2) + \sum_{m=1}^{M} (L_{om} \otimes B_2) e^{-\tau_m\gamma} \{ \alpha \otimes [j, 1] \} = 0,
\]

(31)

Substituting $\gamma$ into the characteristic polynomial of system (29), and multiplying by $\alpha \otimes [j, 1]$, it yields

\[
\gamma I_{4n} - (I_n \otimes \overline{A}_2) + \sum_{m=1}^{M} (L_{om} \otimes \overline{B}_2) e^{-\tau_m\gamma} \{ \alpha \otimes [j, 1] \} \]  

(32)

which implies that $\gamma$ is an eigenvalue of system (29), and $\alpha \otimes [j, 1]$ a corresponding eigenvector. It follows that the eigenvalues of (6) ($q = 2$) also are the eigenvalues of (29). By the same way, one can prove that each eigenvalue of system (30), whose corresponding eigenvector is here denoted as $\alpha_p$, is also an eigenvalue of (29), and $\alpha_p \otimes [-j, 1]$ can be a corresponding eigenvector. As the $2n + 2n = 4n$ eigenvalues fit the system (29) in amount, and (29) has no other eigenvalues, the lemma is proven. $\square$

**Lemma 9.** The expanded multiagent system (29) with real state variables will reach consensus if all the time delays are absent; that is, $\tau_m = 0$, $m = 1, 2, \ldots, M$.

**Proof.** When all the time delays equal zero, the eigenvalues of system (30) are the conjugate numbers of the eigenvalues of (6) ($q = 2$). As each conjugated pair has the same real parts, the expanded system (29) has the same stability properties as (6) ($q = 2$) when all time delays are absent, and the agents will achieve rotational consensus motion. $\square$
Theorem 10. Considering the multiagent system (29) expanded from (6) (\(q = 2\)), it will reach consensus if all the delays \(\tau_m < \overline{\tau}\), where

\[
\tau = \min \{\tau_{d1}, \tau_{d2}\},
\]

\[
\tau_{d1} = \frac{[\pi - \arctan (\omega_{d1} / (\omega_{d1} - 1))] - \omega_{d1}}{\omega_{d1}}.
\]

\[
\omega_{d1} = \frac{1 + \sqrt{1 + 4 \lambda_n^2 + 4 \sqrt{\lambda_n^2 + \lambda_n^2}}}{2},
\]

\[
\tau_{d2} = \frac{[\arctan (\omega_{d2} / (\omega_{d2} + 1))] - \omega_{d2}}{\omega_{d2}}.
\]

\[
\omega_{d2} = \frac{-1 + \sqrt{1 + 4 \lambda_n^2 + 4 \sqrt{\lambda_n^2 + \lambda_n^2}}}{2}.
\]

Proof. Theorem 5 has proven that \(\tau_{d1}\) is the delay margin ensuring that the eigenvalues of (6) (\(q = 2\)) are in the stable region. We can also prove that the eigenvalues of system (30) are in the stable region if all the delays are bounded by \(\tau_{d2}\), and the system will be unstable if all the delays exceed \(\tau_{d2}\), by the same way as in the proof of Theorem 5. Thus the proof is omitted.

Remark 11. The theorem above has provided us with a delay bound ensuring the consensus achievement. Note that both \(\tau_{d1}\) and \(\tau_{d2}\) are delay margins of the corresponding systems. We set all the time delays of the expanded system (29) greater than \(\overline{\tau}\); when these delays are put into the systems (6) (\(q = 2\)) and (30), at least one of the systems will have eigenvalues in the unstable region; this will bring about the failure of the expanded system (29) to achieve consensus motion. Hence \(\overline{\tau}\) is also the delay margin for the expanded system.

4. Numerical Examples

In this section, some simulations are carried out to evidence the theoretical results obtained by the previous analysis.

Consider that a multiagent system consists of 4 agents, whose communication topology is described in graph \(\mathcal{G}\) shown in Figure 1. The 1st-2nd and 3rd-4th agent pairs are connected and the communication delay between each of them is \(\tau_1\); the 2nd-3rd and 4th-1st agent pairs are connected in presence of communication delay \(\tau_2\). Suppose the weight of each edge on \(\mathcal{G}\) is 1; then \(\lambda_2 = 4\).

We start with \(Y_1\) given by (6) (\(q = 1\)). Let \(k_1 = 1.2\) and \(k_2 = 1\); then according to Theorem 5, the delay bound is \(\overline{\tau} = 0.31\). Firstly, we set the nonuniform time delays labelled on graph \(\mathcal{G}\) as \(\tau_1(t) = 0.30\), and \(\tau_2(t) = 0.29\), which are under the bound. Apparently, from the simulation results shown in Figure 2, the consensus is reached. As a contrast example, we change the value of delays to see whether the agents could reach consensus again when the delays exceed the bound. Here \(\tau_1(t) = 0.31\) and \(\tau_2(t) = 0.32\). Figure 3 has shown that the agents fail to reach consensus.

To understand what actually happens to the multiagent system when (26) is the control input of system (1), we set \(k_1 = 1.2\), \(k_2 = 1\), and the time delays \(\tau_1(t) = 0.01\), \(\tau_2(t) = 0.04\). The simulation results shown in Figure 4 indicate the situation that is described in Section 3.2.

For the system to achieve rotational consensus motion, we use the expanded system (29) as the simulation model. According to Theorem 10, \(\overline{\tau} = 0.134\). We also execute the simulation twice: for the first time, we set \(\tau_1(t) = 0.12\), \(\tau_2(t) = 0.13\) as the bounded delays; and for the second time, the delays are set as \(\tau_1(t) = 0.14\), \(\tau_2(t) = 0.15\) which exceed the delay margin. The results are shown in the first and second pictures in Figure 5 separately, and they have validated Theorem 10.

5. Conclusions

In this work, we studied two types of consensus problems of multiagent systems with nonuniform time delays: one makes the agents achieve a collective rectilinear motion, and the other demands the agents to finally move rotationally. We provided sufficient conditions in the form of delay margins for the systems to reach consensus and carried out simulations to show the instance of the results.

Frequency domain approaches are commonly limited to linear systems. The proposed method is not compatible with nonlinear systems. Further research will focus on consensus problems of delayed multiagent systems with high-order dynamics and directed topologies. High-order dynamics will cause the occurrence of high-order polynomials in (20); directed topologies will bring complex eigenvalues to Laplacian \(L_\alpha\) and break monotonicity of \(\theta_\alpha(\omega_q)\). Nevertheless, it is realistic to overcome these difficulties and adapt the approach to such systems in the future as we explore proper mathematical tools.
The trajectories of $x_i$ and $\dot{x}_i$ are shown in Figures 2, 3, and 4. Figure 2 illustrates the trajectories when delays are under the bound, while Figure 3 shows the trajectories when delays exceed the bound. Figure 4 depicts the trajectories when input delays are absent.

**Figure 2:** The trajectories of the position and velocity in $Y_1$ given by (6) ($q = 1$) when delays are under the bound.

**Figure 3:** The trajectories of the position and velocity in $Y_1$ given by (6) ($q = 1$) when delays exceed the bound.

**Figure 4:** The trajectories of the position and velocity in the system (1) applying control input (26) where input delays are absent.
Figure 5: The trajectories of the agents in the system to achieve rotational consensus motion given by (29).
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