Adaptive Sliding Mode Control of Generator Excitation System with Output Constraints
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A nonlinear excitation controller for the uncertain parameters and external disturbances is designed by using the backstepping method and sliding mode control theory. In the design process, nonlinear features are retained completely with no linear technique used here. Compared with the excitation controllers designed via conventional linearization, the newly designed one has superiorities in strong robustness to external disturbances, good adaptive ability to variation of system parameters, super transient performance, and the ability to assure preset constraints. Simulation results prove the validity and stability of the controller.

1. Introduction

Excitation control system has attracted great attention mainly due to its abilities to ensure the stability of power system. Many studies have been focused on the excitation control system and satisfactory results have been obtained in applying theory of differential geometry for precision model to excitation control field of power system [1]. However, with a rapid increase in size and complexity of power system, some parameters in the system are difficult to measure accurately. Additionally, due to the parameter uncertainties of power system, attempt to design a controller by approximating all possible uncertain parameters via appropriate parameter updating law has been proved satisfactory. Various control techniques have been used to develop the nonlinear system [2–6].

The designed controller not only can guarantee the stability of the closed-loop system but also has the adaptive ability to uncertain parameters [7]. Moreover, the excitation control in combination with the coordination control with TCSC can achieve better transient response [8]. Power system is disturbed not only by the internal parameters, but also by external disturbances. How to attenuate the influences of external disturbances must be taken into consideration in power system.

An adaptive robust excitation controller with disturbance suppression not only is applied to solve the internal uncertain parameters and short circuit problems but also can ensure the system stability when subjected to external disturbances [9, 10]. Sliding mode control theory can be used to tackle external disturbances of the system, by virtue of which a system switching hyperplane is constructed based on the desired dynamic characteristics. Sliding mode controller makes the state of system converge to the switching hyperplane from outside of the hyperplane. Once the system reaches the switching hyperplane, the controller will enable the system to arrive at origin point along the switching hyperplane. Therefore, this control method has its advantages of fast response speed and strong robustness to various interferences. Excitation controller with sliding mode surface designed in literatures can switch to the ideal control law with the variation of parameters, which greatly enhances the robustness of the system [11, 12]. With the introduction of integral term into the adaptive integral sliding mode controller in the design process, the performance of static and dynamic response will be improved dramatically [13]. The class-$K$ function is added to adaptive variable structure excitation controller in literatures, which can further accelerate the convergence speed in multimachine power systems [14]. However, the constraints in power system are not considered in deriving
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the controller design. In fact, the constraints in the system cannot be avoided [15–17].

With the scale of modern power systems getting larger and larger, more and more types of equipment are applied. Given different operation range of each device, the range of parameter constraints must be considered in the process of designing the controller. For a large class of nonlinear systems, Tee proposed a method, by means of which he designed the constrained nonlinear controller to keep the system output limits to a certain range [18, 19]. By using this method, the authors designed a constrained excitation controller to realize output constraint of turbo generator unit’s power angle [20, 21]. Variable structure excitation controller designed in literatures can keep the terminal voltage of generator within its limits. But the effects caused by the uncertain parameters and strong robustness to external interferences but also ensures the amplitude constraint of the power angle output of excitation system.

2. Problem Description

The single machine infinite bus system with excitation control system used in this paper is shown in Figure 1. For generator excitation system shown in Figure 1, it can be seen to obtain the stable rotor angle and relative speed by adjusting the excitation control voltage. Mathematical model of the plant is shown in the following:

\[
\begin{align*}
\dot{\delta} &= \omega - \omega_0, \\
\dot{\omega} &= \frac{\omega_0}{H} P_m - \frac{D}{H} (\omega - \omega_0) - \frac{\omega_0 V_s \sin \delta}{H x_{dE}^2} E_q', \\
E_q' &= -\frac{1}{T_d} E_q' + \frac{1}{T_{d0}} x_d x_{dE} V_s \cos \delta + \frac{1}{T_{d0} d_f} E_f, \\
y &= \delta,
\end{align*}
\]

where \(\delta\) is the rotor angle of generator; \(\omega\) is the rotor relative speed of generator; \(P_m\) is the mechanical power of the original motor; \(D\) is damping coefficient of the steam turbine generator unit, which is often difficult to measure accurately, and hence \(D\) is taken as an uncertain constant parameter; \(H\) is the inertia constant of generator rotor; \(V_s\) is the infinite bus voltage; \(E_q'\) is q axis transient electromotive force of generator; \(x_d\) is d axis reactance of generator; \(x_{dE}\) is d axis transient reactance of generator; \(x_{qE}\) is q axis synchronous reactance of generator; \(x_{d}^2 = x_d + x_T + x_L/2; x_{dE} = x_d + x_T + x_L/2; T_{d0}\) is the time constant of excitation winding; \(T_{d}^*\) is the time constant of excitation winding when the stator winding is closed. Here \(T_{d0} = T_{d0} x_{dE}/x_{dE}. d_1(t)\) is external interference; \(|d_1(t)| \leq \rho,\)

where \(\rho\) is a constant. \(E_f\) is the excitation control voltage. Let \(u\) be input in order to put it clearly; here \(u = E_f/T_{d0} d_1.\)

Define the new system state variables as \(x_1 = \delta - \delta_0, x_2 = \omega - \omega_0, \) and \(x_3 = -\omega_0 V_s \sin(\delta) E'_q/(H x_{dE}^2),\) where \(\delta_0\) and \(\omega_0\) are the generator power angle and speed, respectively, when system (1) runs in stable operating point. Let \(a_{11} = \omega_0 P_m/H\) and \(\theta = -D/H\) \(\theta\) is an unknown constant parameter because of \(D\) uncertainty. Then, system (1) can be transformed into the following form:

\[
\begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= a_{11} + \theta x_2 + x_3, \\
\dot{x}_3 &= f(x) + g(x) u + d', \\
y &= x_1 + \delta_0,
\end{align*}
\]

where \(f(x) = -x_3/T_d^* - \omega_0 V_s^2 \sin(\delta) \sin(\delta)/H t_0 x_{dE}^2 \) and \(g(x) = -\omega_0 V_s \sin(\delta)/H t_0 x_{dE}^2, d' = \frac{-\omega_0 V_s \sin(\delta)/H t_0 x_{dE}^2}{d_1(t)}\), and \(|d'| \leq h \beta,\) where \(h\) and \(\beta\) are all positive constants.

For system (2), if the absolute value of \(x_1(0)\) is less than the set positive constant \(k_0,\) then we construct the barrier Lyapunov function through the backstepping method and use estimated value to approach the uncertain parameter \(\theta.\) Use method of sliding mode variable structure to enhance the robustness of system to external disturbances. The designed controller can guarantee that the rotor angle \(y\) belongs to the set \((\delta_0 - k_0, \delta_0 + k_0),\) which ensures that the output will not break the set constraint.

3. Controller Design

Definition 1 (see [18]). A barrier Lyapunov function is a scalar function \(V(x),\) defined with respect to the system \(\dot{x} = f(x)\) on an open region \(D\) containing the origin, that is continuous, is positive definite, has continuous first-order partial derivatives at every point of \(D,\) has the property \(V(x) \rightarrow \infty\) as \(x\) approaches the boundary of \(D,\) and satisfies \(V(x(t)) \leq b,\) \(\forall t \geq 0,\) along the solution of \(\dot{x} = f(x)\) for \(x(0) \in D\) and some positive constant \(b.\)

Lemma 2 (see [18]). For any positive constants \(k_{a1}\) and \(k_{b1},\) let \(Z_1 = \{z_1 \in R : -k_{a1} < z_1 < -k_{b1}\} \subset R\) and \(N :=

Figure 1: A single machine infinite bus system with generator excitation system.
Mathematical Problems in Engineering

Given that $R^1 \times Z_1 \subset R^{l+1}$ be open sets. Consider the system $\eta = h(t, \eta)$, where $\eta = [w, z_1]^T \in N$ and $h : R_+ \times N \rightarrow R^{l+1}$ is piecewise continuous in $t$ and locally Lipschitz in $z$, uniformly in $t$, on $R_+ \times N$. Suppose that there exist functions $U : R^l \rightarrow R_+$ and $V_1 : Z_1 \rightarrow R_+$, continuously differentiable and positive definite in their respective domains, such that

$$V_1(z_1) \rightarrow \infty \quad \text{as} \quad z_1 \rightarrow -k_{d1} \quad \text{or} \quad z_1 \rightarrow k_{d1},$$

where $V_1$ and $V_2$ are class $K_\infty$ functions. Let $V(\eta) = V_1(z_1) + U(w)$, and let $z_1(0)$ belong to the set $z_1 \in (-k_{d1}, k_{d1})$. If the inequality

$$\dot{V} = \frac{\partial V}{\partial \eta} h \leq 0$$

holds, then $z_1(t)$ remains in the open set $z_1 \in (-k_{d1}, k_{d1})$, $\forall t \in [0, \infty)$.

A globally asymptotically stabilizing controller for system (2) will be designed in the following part.

**Step 1.** Define the error variables $z_1 = x_1, z_2 = x_2 - x_{2d}$, respectively. For the first subsystem of system (2), regarding $x_2$ as virtual control, let calm function $x_{2d}$ be

$$x_{2d} = -k_1 (k_2^2 - z_1^2) z_1,$$

where $k_1$ and $k_2$ are positive constants and $|z_1(0)| < k_{d1}$. Choose the Lyapunov function of the first subsystem of system (2):

$$V_1 = \frac{1}{2} \log \frac{k_2^2}{k_2^2 - z_1^2}.$$

The time derivative of $V_1$ along the system trajectory is

$$\dot{V}_1 = -k_1 z_1^2 + \frac{z_1 z_2}{k_2^2 - z_1^2}.$$

**Step 2.** Define the error variable $z_3 = x_3 - x_{3d}$. For the first two subsystems of system (2), regarding $x_2$ as a virtual control, let calm function $x_{3d}$ be

$$x_{3d} = -\frac{z_1}{k_2^2 - z_1^2} - a_{21} - \bar{\theta} x_2 + x_{2d} - k_2 z_2,$$

where $k_2$ is a positive constant in formula (8), and $\bar{\theta} = \theta - \bar{\theta}$ ($\bar{\theta}$ is the estimated value of the uncertain constant $\theta$). If $\theta$ and estimated value $\bar{\theta}$ in Lyapunov function of Step 1 is augmented as follows:

$$V_2 = V_1 + \frac{1}{2} z_2^2.$$

The time derivative of $V_2$ along the system trajectory is as follows:

$$\dot{V}_2 = -k_1 z_1^2 - k_2 z_2^2 + z_2 z_3 + \bar{\theta} z_2 x_2.$$

**Step 3.** It is differentiated for $x_{3d}$ before designing the global Lyapunov function to extract the estimation error. Consider

$$\dot{x}_{3d} = \Phi - (\bar{\theta} + k_1 k_2^2 - 3k_1 z_1^2 + k_2) \theta x_2.$$

Here

$$\Phi = -\frac{x_3 (k_1^2 - z_1^2)}{(k_1^2 - z_1^2)^2} - \frac{2 \dot{x}_2 x_2}{(k_1^2 - z_1^2)^2} - \frac{x_2^2}{(k_1^2 - z_1^2)^2} - \bar{\theta} \dot{x}_2 + 6k_1 z_1 x_2 + k_2 \dot{x}_{2d},$$

Define the sliding surface $\sigma = c_1 x_1 + c_2 z_2 + z_3$, where $c_1$ and $c_2$ are constants greater than zero. For the entire system (2), augment Lyapunov function of Step 2 by the following:

$$V_3 = V_2 + \frac{1}{2} \sigma^2 + \frac{1}{2} \sigma^2,$$

where $\gamma > 0$ is a given adaptive gain parameter. Then the time derivative of $V_3$ along the system trajectory is as follows:

$$\dot{V}_3 = -k_1 z_1^2 - k_2 z_2^2 + z_2 z_3 + \bar{\theta} z_2 x_2 + \sigma (c_1 \dot{x}_1 + c_2 \dot{x}_2 + \bar{\theta} x_2 + x_3 - \dot{x}_{2d}) + f + gu$$

$$+ d' - \Phi + \bar{\theta} \left( a c_2 x_2 + z_2 x_2 \right.$$

$$\left. + \sigma (k_1 k_2^2 - 3k_1 z_1^2 + k_2) x_2 - \frac{1}{\gamma} \bar{\theta} \right).$$

Law of parameter updating is selected as follows:

$$\dot{\bar{\theta}} = \gamma x_2 \left( z_2 + c_2 \sigma (k_1 k_2^2 - 3k_1 z_1^2 + k_2) \right).$$

Control law of excitation voltage input item is as follows:

$$u = \frac{1}{g} \left( -c_1 \dot{x}_1 - c_2 (a_{21} + \bar{\theta} x_2 + x_3 - \dot{x}_{2d}) - f + \Phi$$

$$- h (\sigma + \beta \text{sign}(\sigma) - d') \right).$$

Then

$$V_3 = -k_1 z_1^2 - k_2 z_2^2 + z_2 z_3 - h \sigma^2$$

$$- \sigma (h \beta \text{sign}(\sigma) - d').$$

Because

$$z Q z^T = \begin{bmatrix} k_1 + h c_2 & h c_1 c_2 & h c_1 \\ h c_1 c_2 & k_2 + h c_2 & h c_2 - 0.5 \\ h c_1 & h c_2 - 0.5 & h \end{bmatrix} \begin{bmatrix} z_1 \\ z_2 \\ z_3 \end{bmatrix}$$

$$= k_1 z_1^2 + k_2 z_2^2 - z_2 z_3 + h \sigma^2,$$
select appropriate $k_1, k_2, c_1, c_2$, and $h$ to let matrix $Q$ be a positive definite matrix. For the last item $\sigma(h\beta \text{sign}(\sigma) + d')$ of formula (17), it is positive when $\sigma > 0, -h\beta + d' > 0$. It is still positive when $\sigma < 0, -h\beta + d' < 0$; then $V_3 \leq 0$. We can get the conclusion that the system is asymptotically stable.

So we can get something from the design process above. For system (2), if the initial condition is $z(0) \in \Omega z_0 = \{z(0) \in R^3 \text{ and } |z_1(0)| < k_b\}$ (here, $z = [z_1, z_2, z_3]^T$), we can get the following theorems. Please refer to literature [23] for detailed proof.

**Theorem 3.** Error $z$ always remains in a compact set $\Omega_z$:

$$\Omega_z = \left\{ z \in R^3 : |z_1| \leq k_b \sqrt{1 - e^{-2V_3(0)}} \right\} \leq \sqrt{2V_3(0)}.$$

**Theorem 4.** The output $\delta$ always remains in the set $\Omega_\delta = \{\delta \in R : |\delta| \leq k_b \sqrt{1 - e^{-2V_3(0)}} + \delta_0\}$. That is to say, the output will not go beyond the constraint, and all the closed-loop states of system (5) are bounded.

### 4. Simulation Results

In order to verify the performances of the controller on angle constraint of power systems in this paper, we will compare constraint backstepping method (CBM) proposed in this paper to traditional backstepping method. The design process is the same as the traditional backstepping method (TBM) when the Lyapunov function is set to be a quadratic term form. Please refer to literature [12] for further details. Simulation experiment based on design process above for the single machine infinite bus power system is shown in Figure 1. Parameters are selected as follows:

$$\delta_0 = 60^\circ,$$
$$\omega = 314.159 \text{ rad/s},$$
$$H = 8 \text{ pu},$$
$$P_m = 0.9 \text{ pu},$$
$$D = 5 \text{ pu},$$
$$k_1 = 1,$$
$$k_2 = 1,$$
$$r = 10,$$
$$k_b = 5^\circ,$$
$$V_s = 1 \text{ pu},$$
$$x_T = 2.5 \text{ pu},$$
$$x_q = 2.5 \text{ pu},$$
$$x_d' = 0.25 \text{ pu},$$
$$x_L = 0.3 \text{ pu},$$
$$T_{do} = 12 \text{ pu},$$
$$c_1 = 2,$$
$$c_2 = 10,$$
$$h = 50,$$
$$\beta = 5,$$
$$d' = 0.1.$$

We can get $\delta < |z_1| + \delta_0$ and $\delta_0 - k_b < \delta < \delta_0 + k_b$ from the design process of Section 3. Then $55^\circ < \delta < 65^\circ$.

When the system is in stable operation, response time of fast protection is generally 0.06–0.15 s when three-phase short circuit occurs in outlet of the generator near the end line of transformer at the time of 0.1 s. Fault is removed at time $t = 0.2$ s. Transient responses of the system will go back to normal state shown in Figures 2 and 3.

As we can see from Figure 2, when the system stable operates to 0.1 s, the influences of short circuit make generator torque unbalanced and power angles rise sharply. Short circuit fault is removed and power transmission recovers at 0.2 s. Under the control of constrained sliding mode adaptive controller, power angle will not increase any more and then restore to the original state from 65°. But the traditional methods cannot achieve this goal. The power angle will always rise until about 80°. Frequency responses of Figure 3 show that the transient response of constrained sliding mode adaptive method is faster.
5. Conclusions

Sliding mode adaptive output constraint excitation controller designed in this paper not only can handle uncertain parameters and external disturbances but also can guarantee the preset constraints of the system output. The advantages of the designed controller are summed up as follows: the nonlinear factors of the proposed design are retained. The damping coefficient uncertainty and external interferences are considered in the process of designing. The designed controller has not only strong robustness but also good transient performances. Through the design process and the simulation results above, we can also conclude that as long as the rotor angle $\delta(t)$ belongs to the set $(\delta_0 - k_0, \delta_0 + k_0)$, the angle of generator will always remain in the range of set value and all the state parameters will be always bounded in the transient process.
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