Coherent RAKE Receiver for CPM-Based Direct Sequence Spread Spectrum
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1. Introduction

The state-of-the-art continuous phase modulation (CPM), known for its efficient spectral properties, has the merits of continuous phase and constant envelope [1], while Direct Sequence Spread Spectrum (DSSS) is a mature technique and benefits from narrowband interference suppression, low probability of intercept, and multiple-access communication [2]. The so-called DSSS-CPM signals inherit both of the technical merits specifically. Firstly, the constant envelope allows the usage of the nonlinear amplifiers which are more power-efficient and cheaper. Moreover, the narrow power spectral density (PSD) will increase the processing gain in band-limit conditions and the spread-spectrum techniques will make the signal format to have a low probability of intercept (LPI) [3]. Finally, based on the correlation properties of pseudorandom spreading sequences, a remarkable diversity gain effect can be obtained using RAKE receiver under a multipath channel and a code division multiple-access (CDMA) system is available for multiuser scenarios [4].

Historically, several types of DSSS-CPM scheme have been proposed, but most of the studies focused on modulation schemes, signal format design, multiaccess interference (MAI), and CDMA under the AWGN channel. Lok and Lehnert presented a DSSS-CPM format with continuous phase in symbol transitions as well as chip intervals [5], which is the basic scheme discussed in this paper. Because spreading sequences and data symbols are not separable, the conventional receiver structure of DSSS is not available in this DSSS-CPM system. To solve this problem, Hsu and Lehnert proposed a CDMA system. In this work, the transmitter firstly generates CPM signal of pseudorandom spreading sequence using a continuous phase modulator, and then the CPM signal is multiplied by data signal [6]. Obviously, this kind of signal is not efficient in PSD due to discontinuities at symbol intervals. Thus, McDowell proposed a dual-phase DSSS-CPM signal format [7, 8], which is unique from the aspect of spreading sequences and data symbols effecting the carrier phase separately. Even though this signal format is phase-continuous and despreading and data detection
are separable, the data signal is limited in a minimum-shift keying (MSK) format and the scheme is a compromise between performance and complexity. There are also some other researches that concentrate on spreading sequences design to eliminate the multiaccess interference (MAI) and achieve multiuser communication [9–13]. However, all of these studies did not consider RAKE receiver for DSSS-CPM system.

Diversity combining techniques were proposed because the received multipath signal will cause errors in a multipath fading channel [14]. Specifically, if the same messages over different paths are collected and recombined after phase chip synchronization, the receiver will overcome this problem and get diversity gain in performance. Conventional DSSS-PSK RAKE receiver takes advantage of pseudorandom spreading sequences to despread multipath signals and recombines the decision metrics symbol-by-symbol. This kind of RAKE receiver cannot be used in DSSS-CPM system since CPM signal is nonlinear and sequence detection is required due to the phase memory feature.

In this paper, we propose and analyze a coherent RAKE receiver for DSSS-CPM system under a Rayleigh-fading multipath channel. By introducing chip branch metric to the receiver scheme, synchronous despreading and data detection can be done based on Maximum Likelihood Sequence Detection (MLSD). The proposed RAKE receiver accumulates the symbol branch metric increments over every phase state of multiple paths after chip phase synchronization. Consequently, large diversity gains as well as desirable spectral properties can be achieved.

This paper is organized as follows. In Section 2, we describe the transmitter, the signal format, and the Rayleigh-fading multipath channel model. Section 3 presents the coherent RAKE receiver techniques. Some evaluations and comparisons illustrate the result in Section 4.

2. System Model

We describe the DSSS-CPM communication system in this section. The transmitter for this DSSS-CPM signal is presented in Section 2.1. The signal format and state trellis structure are defined in Section 2.2. Finally, in Section 2.3, we provide a model for the Rayleigh-fading multipath channel.

2.1. Transmitter. The conceptual transmitter structure of the DSSS-CPM signal is shown in Figure 1. Each information symbol is multiplied by a finite-length pseudorandom spreading sequence to form baseband spreading signals, which are then used as input to the CPM modulator. Since the signal phase is continuous throughout the symbol and chip transmissions, it inherits the desirable properties of typical CPM signals.

In the DSSS-CPM scheme, the low pass equivalent signal is defined as

\[ s(t; \alpha; c; h) = \sqrt{\frac{2E_c}{T_c}} \exp \left\{ j\psi(t; \alpha; c; h) \right\}, \]

where \(E_c\) is the chip energy and \(T_c\) is the chip period. The information data \(\alpha = (\alpha_0, \alpha_1, \ldots)\) is included in the phase function which can be expressed as

\[ \psi(t; \alpha; c; h) = 2\pi \sum_{i=0}^{\infty} \sum_{j=0}^{N_i-1} \alpha_i \alpha_{i+j} h_{i+j} (t - (j + iN_i) T_c), \]

where \(\alpha_n\) is the M-ary information symbol with \(\alpha_n \in \{\pm 1, \pm 3, \ldots, \pm (M - 1)\}\) and \(c = (c_0, c_1, \ldots, c_N)\). \(c_i\) is the pseudorandom spreading sequence with \(c_i = \pm 1\). \(T_i\) is the symbol duration such that \(T_i = N_i T_c\). The phase of the response function can be defined as \(\alpha(t) = \int_0^t g(t) dt\). The frequency smoothing pulse \(g(t)\) is limited in \((0, LT)\) for positive integer \(L\). The scheme is called full-response CPM for \(L = 1\) and partial-response CPM for \(L > 1\) [9]. The modulation index \(h_{i+j} = 1, 2, \ldots, N_i\) is from \(\Pi = \{h_0, h_1, \ldots, h_{N_i-1}\}\) of cyclically varying with a fixed frequency period of \(N_i\). The modulation index is fixed in the chip duration. The signal format is referred to Spread-Spectrum Single-h CPM (SSSH-CPM) for \(N_i = 1\) and Spread-Spectrum Multi-h CPM (SSMH-CPM) for \(N_i > 1\). The spreading sequence, modulation index, symbol period, and chip duration are assumed to be known a priori by both the transmitter and the intended receiver.

2.2. State Trellis Structure (Signal Format). As shown in [2, 4], during the \(l\)th information symbol and the \(n\)th chip interval, the phase function can be expressed as

\[ \psi(t; \alpha; c; h) = 2\pi \sum_{j=0}^{n} \alpha_j c_j h_{i} (t - (j + iN_i) T_c) \]

\[ \quad + \theta_{in} = \theta(t, \alpha, c, h) + \theta_{in}, \]

where \(h_{i+n} = h_{i+n \mod N_i} = k/p\) and \(k\) and \(p\) are fixed integers. \(\theta_{in}\), called chip accumulation phase state, can be expressed as

\[ \theta_{in} = \left( \pi \sum_{i=0}^{n-1} \sum_{j=0}^{n-1} \alpha_i c_i h_{i+j} \right) \mod 2\pi. \]

Obviously, \(\theta_{in}\) is a Markov chain with \(p\) or \(2p\) phase states, and the chip accumulated phase state \(\theta_{in}\) exhibits a periodic phase state trellis structure. If the numerator \(k\) of \(h_{i+n}\) is an even number, \(\theta_{in}\) will come from a limited set as

\[ \Theta_S = \left\{ 0, \frac{\pi k}{p}, \frac{2\pi k}{p}, \ldots, \frac{(p-1)\pi k}{p} \right\}. \]

Otherwise, when \(k\) is an odd number, then

\[ \Theta_S = \left\{ 0, \frac{\pi k}{p}, \frac{2\pi k}{p}, \ldots, \frac{2(p-1)\pi k}{p} \right\}. \]
In (3), \( \theta(t, \alpha_i, c_n, h_{2L-1}) \) can be expressed as
\[
\theta(t, \alpha_i, c_n, h_{2L-1}) = 2\pi \alpha_i c_n h_{2L-1} q(t - (n + lN_c) T_c) + 2\pi \sum_{j=n-L+1}^{n-1} \alpha_j c_j h_{2L-1} q(t - (j + lN_c) T_c).
\] (7)

The first term of (7) expresses the phase increment caused by the current \( n \)th chip of \( l \)th symbol. And the second term indicates the phase change caused by the \( L-1 \) chips sequence \( \{\alpha_l c_l(n-L+1), \ldots, \alpha_l c_l(n-2), \alpha_l c_l(n-1)\} \) of the \( l \)th symbol \( \alpha_l \), and it is called chip related phase state vector with \( 2^{L-1} M \) states.

In conclusion, at \( t = lT_c \) interval of the transmission, the signaling state trellis depends on the accumulation phase state and the chip related phase state vector as
\[
s_n = \{\theta_{n-L+1}, \alpha_l c_l(n-L+1), \ldots, \alpha_l c_l(n-2), \alpha_l c_l(n-1)\}.
\] (8)

At the next interval \( t = l(n+1)T_c \), the state trellis can be expressed as
\[
s_{n+1} = \{\theta_{n+1-L+1}, \alpha_l c_l(n-L+2), \ldots, \alpha_l c_l(n-1), \alpha_l c_l(n)\},
\] (9)

where the accumulation phase state is recursive as
\[
\theta_{n+1-L+1} = \theta_{n-L+1} + \pi h_{n-L+1} a_l c_l(n-L+1).
\] (10)

These expressions describe the phase state trellis structures which can be used for MLSD and Viterbi detection. The total states of the trellis structure are \( pM \cdot 2^{L-1} \) or \( pM \cdot 2^{L} \).

2.3. Channel Model. The typical features of mobile channel are multiple paths and fading due to the electromagnetic wave’s reflection and scattering on buildings, trees, and other obstacles. Meanwhile, because of the movement of the receiver and obstacles, the characteristics of channel become time-varying. This section gives a Rayleigh-fading multipath channel model for the following analysis and evaluations. This tapped delay line channel model is addressed in Figure 2.

We assume that there are total \( V \) paths over this channel model. Hence, the channel impulse response can be expressed as
\[
h(r, t) = \sum_{k=1}^{V} \beta_k(t) \delta(t - \tau_k(t)),
\] (11)

where \( \beta_k(t) \) is the attenuation of the \( k \)th path and \( \tau_k(t) \) is the relative time delay of the \( k \)th path.

For transmitted signal \( s(t; \alpha; c; h) \) under this channel, we will receive signal
\[
r(t) = \sum_{k=1}^{V} \beta_k(t) s(t - \tau_k(t); \alpha; c; h) + n(t),
\] (12)

where \( n(t) \) is white Gauss noise with a single sided spectral density of \( N_0 \).

The channel impulse response will be a zero mean Gauss process if the fading channel has large number of multiple paths. In this situation, the channel response will obey the Rayleigh distribution and the signal phase will obey a uniform distribution within \([0, 2\pi]\).

3. Coherent RAKE Receiver

In a synchronous DSSS-CPM system, MLSD can be used for optimum performance [2]. However, since spreading sequences and data symbols are not separable, the conventional receiver structure of the DSSS is not available in this system. To solve this problem, a coherent RAKE receiver with synchronous despreading and demodulation algorithm is derived in this section.

For frequency selective slow fading multipath channel, we assume that the attenuations and time delays are not timing-varying at least in a symbol duration, which implies \( \beta_k(t) = \beta_k \) and \( \tau_k(t) = \tau_k \). The slow fading makes the accurate phase shift estimation possible, and consequently we can implement coherent signal detection.
Thus, the received DSSS-CPM signal under a frequency
selective slow fading channel in (12) can be expressed as
\[ r(t) = \sum_{k=1}^{V} \beta_k s(t - \tau_k; \alpha; c; h) + n(t). \] (13)

We assume that the received multipath signals are ideal-
synchronized and independent with each other. For conve-
ience of expression, we use \( \bar{x} \) and \( \bar{\bar{x}} \) to indicate assumed
values and estimated values.

The received signal over the \( k \)th path can be expressed as
\[ r^k(t) = \beta_k s^k(t - \tau_k; \alpha; c; h) + n^k(t). \] (14)

From the MLSD theory, the receiver makes a symbol
decision of \( \bar{\alpha} \), with the principle that the received single-path
signal \( r^k(t) \) and the assumed waveform \( s^k(t; \bar{\alpha}; c; h) \) have the
minimum squared distance as
\[ \lambda^k(\bar{\alpha}) = \sum_{t=-\infty}^{\infty} \left[ r^k(t) - s^k(t; \bar{\alpha}; c; h) \right]^2 dt. \] (15)

Due to the constant envelope of DSSS-CPM signal,
minimum equation (15) is equivalent to the maximum cross-
correlation, given by
\[ \lambda^k(\bar{\alpha}) = \text{Re} \left[ \sum_{t=-\infty}^{\infty} r^k(t) s^k(t; \bar{\alpha}; c; h)^* dt \right]. \] (16)

Using Viterbi algorithm [2], the right side of (16) can be expressed as
\[ \lambda^k_1(n) = \lambda^k_1(n-1) \]
\[ + \text{Re} \left[ \sum_{m=j}^{n-1} \int_{T_j}^{T_{j+1}} r^k(t)s^k(t; \bar{\alpha}; c; h)^* dt \right], \] (17)

where the first term, \( \lambda^k_1(n - 1) \), is the branch metric of the
ith survive path of state trellis over the \( k \)th multipath at \( t = (n - 1)T_i \) and the second term which is called symbol branch
metric increment presents the metric increment caused by
the \( k \)th possible symbol \( \bar{\alpha}_n \).

With the assumed symbol \( \bar{\alpha}_n \) and the spreading sequence
\{\( \bar{\alpha}_{c_1}, \bar{\alpha}_{c_2}, \ldots, \bar{\alpha}_{c_{G(N-1)}}, \bar{\alpha}_{c_{G(N)}}, \ldots, \bar{\alpha}_{c_{G(N-1)}} \}\), the symbol branch metric increment can be written in the following manner:
\[ \Delta \lambda^k_n(n) = \text{Re} \left[ \sum_{m=j}^{n-N} \int_{mT_i}^{(m+N)T_i} r^k(t)s^k(t; \bar{\alpha}; c; h)^* dt \right], \] (18)

where \( \Delta \lambda^k_n(j) \), called chip branch metric increment, indicates the chip branch metric caused by the \( j \)th possible chip \( \bar{\alpha}_{c_{(N-j)}} \).

As presented in Section 2, the chip accumulated phase
state \( \theta_{ch} \) is from a limited set \( \Theta_S \). Thus, the chip branch metric increment can be expressed as
\[ \lambda^k_n(j) = \text{Re} \left[ \sum_{m=j}^{n-N} \int_{mT_i}^{(m+N)T_i} r^k(t)e^{-j\beta_n(j)(2\pi f_c(t)h(t)\tau_n^k,j)} dt \right], \] (19)

where \( e^{-j\beta_n(j)} \) forms a limited phase rotation network. With (18) and (19), we can now rewrite (17) as
\[ \lambda^k_1(n) = \lambda^k_1(n - 1) + \sum_{j=0}^{N_i - 1} \lambda^k_n(j). \] (20)

These expressions indicate that the decision metrics of
the \( k \)th path form a Markov chain and a Viterbi decoder
can be used for demodulating the information symbols
of independent paths under a Rayleigh-fading multipath
channel.

Thus, we have the decision metrics, and the next step is to implement a RAKE receiver to get diversity gain over
multipath channel. A normal idea is combining the metrics
before symbol decision, but it will not work Since DSSS
CPM signal format is nonlinear and MLSD algorithm is a
sequence decision method, different from the conventional
RAKE receiver computing the decision metrics symbol-by-
symbol, we proposed a coherent RAKE receiver for DSSS
system, which accumulates the symbol branch metric
increment in every phase state of the trellis structure over
multiple paths instead. Based on this idea, the RAKE receiver
synchronizes the chip phase of the main separated \( G \) paths and
combines the symbol branch metric increments, where \( G \)
is the number of main separated paths that we choose based
on principle of minimizing the BER and acceptable hardware
complexity. The total symbol branch metric increment can be expressed as
\[ \Delta \lambda^k_i(n) = \sum_{k=1}^{G} \gamma_k \Delta \lambda^k_n(n) = \sum_{k=1}^{G} \sum_{j=0}^{N_i - 1} \gamma_k \lambda^k_n(j), \] (21)

where \( \gamma_k \) is the metric weighting coefficient of the \( k \)th path, which is defined as
\[ \gamma_k = \frac{\beta_k}{\sum_{l=1}^{G} \beta_l}, \] (22)

This combination method is called maximum ratio com-
bining (MRC). The larger the path attenuation is, the less
contribution is made to the total symbol branch metric
increment.

The total symbol branch metric of the \( i \)th survive path in
phase state trellis structure can be expressed as
\[ \lambda^i_i(n) = \lambda^i_i(n - 1) + \sum_{k=1}^{G} \sum_{j=0}^{N_i - 1} \gamma_k \lambda^k_n(j). \] (23)

Equation (23) illuminates that decision metrics are the
weighted sum of chip branch metric increments over every
phase state. Using the branch metric and Viterbi decoder algorithm, the conceptual structure of coherent RAKE receiver architecture for DSSS-CPM is shown in Figure 3.

Standard DSSS-BPSK system takes advantage of orthogonal spreading sequences to synchronize with local spreading codes and obtain multipath time delay and attenuation. However, the DSSS-CPM signal is such that the transmitted signals have continuous phase. Hence, it is difficult to take use of the orthogonality of spreading sequences to distinguish the multipath signals as in DSSS-BPSK system. As a possible solution, the waveform-matching block, as shown in Figure 3, is used to distinguish multpaths and estimating the multipath time delay and attenuation. The received signal is firstly moved to match with the CPM waveform generated by the chosen spreading sequence using the same CPM modulation parameters as the transmitter. According to the waveform-matching correlation peaks, the receiver can obtain the delays and relative attenuations of main paths.

The matched filters block calculates chip branch metric increment according to (19), which calculate the correlation of the kth path signal $r_k(t)$ with the assumed local waveform $s^k(t; \tilde{a}_i, c, h)$. The correlation is then multiplied by the phase rotation network $e^{-j\theta_k}$ in phase rotate block.

We have calculated that the total phase state of the trellis structure is $pM \cdot 2^{L-1}$ or $pM \cdot 2^L$ over one path of the channel. In order to obtain the complete chip branch metric increments $A_k^L(j)$ for $k = 1, 2, \ldots, G$, the RAKE receiver needs a bank of $GpM \cdot 2^{L-1}$ or $GpM \cdot 2^L$ matched correlation filters to match with local waveforms $s^k(t; \tilde{a}_i, c, h)$ for $k = 1, 2, \ldots, G$, as is shown in Figure 3. Obviously, the hardware complexity increases with diversity level $G$, modulation level $M$, and memory length $L$. Hence, the compromise between complexity and performance should be taken into consideration in an actual DSSS-CPM system.

4. Numerical Examples

In this section, we numerically present the simulation results of synchronous despreading and demodulation and coherent RAKE receiver for DSSS-CPM system. In Section 4.1, we validate the feasibility of the coherent receiver algorithm for SSH-CPM and SSMH-CPM. BER performance results of coherent RAKE receiver for DSSS-CPM under a Rayleigh-fading multipath channel are presented in Section 4.2.

Moreover, a comparison is made to DSSS-BPSK which employs a conventional RAKE receiver. In the following examples, $m$-sequences generated by a linear shift register and raised cosine pulses are used to determine the performance. We assume that the symbol, the carrier, and the pseudorandom spreading sequence are synchronized perfectly. The parameters of the multipath channel are not timing-varying at least in a symbol interval. The following work is completed in MATLAB.

4.1. BER of Synchronous Despreading and Demodulation

While significant study has been done on general CPM signaling format, a BER performance comparison is made to the optimal receiver based on MLSD in an AWGN channel.

In Figures 4-5, we show BER results for SSH-CPM system and SSMH-CPM system with different modulation parameter values. “SH” and “MH” indicate single-$h$ CPM and multi-$h$ CPM. The curves reflect that the BER performances of DSSS-CPM system with $N_c = 127$ and $N_c = 255$ are coincident when other parameter values are the same. Moreover, there is almost no performance loss in
SSSH-CPM and SSMH-CPM compared to SH-CPM and MH-CPM which employ optimal receiver based on MLSD.

These examples and analysis reflect that the synchronous despreading and demodulation receiver based on MLSD presented in the last section is effective for all kinds of DSSS-CPM, including SSSH-CPM, SSMSH-CPM, full-response DSSS-CPM, partial-response DSSS-CPM, and two- or four-level DSSS-CPM.

4.2. Performance of Coherent RAKE Receiver. There are a large number of multipath components in an actual multipath scattering channel (e.g., ionosphere and troposphere scattering), but we can obtain appropriate diversity gain and suitable hardware complexity with $G = 2\sim3$ in the most multipath conditions [14]. According to typical cellular and microwave environment, the following simulation samples use relative attenuations $[0,−5\text{ dB},−10\text{ dB}]$, which are the maximum energy paths of the totally $V$ paths over the Rayleigh-fading multipath channel model presented in Section 2.3. The relative delay time of the three paths is $[0,16T_{\text{stp}}\sim32T_{\text{stp}}]$, where the temporal resolution is defined as $T_{\text{stp}} = T_s/(N_c \cdot N_{\text{samp}})$ and the sampling rate is set to $N_{\text{samp}} = 4$. Hence, the relative delay time of the 3 paths can be rewritten as $[0,4T_s,8T_s]$. The multipath signal phases obey a uniform distribution within $[0,2\pi]$. Set the normalized Doppler frequency as $f_d = 0.01\text{ Hz}$, which means the multipath channel is slow fading.

The received signal is firstly moved to match with the CPM waveform generated by the spreading sequence as shown in the first block of Figure 3. We can then obtain the time delays and the relative attenuations of the paths that have larger energy according to these waveform-matching correlation peaks as shown in Figure 6. Moreover, it is concluded that the multipath time delay temporal resolution is less than a chip interval. So the receiver can add up the chip branch metric increments of main paths within the chip duration according to the estimation of time delays and attenuations.

The probability curves of BER for DSSS-CPM using the proposed RAKE receiver in a Rayleigh-fading multipath channel are shown in Figures 7 and 8. Besides, Figure 7 also shows the BER performance curves of a standard DSSS-BPSK system using a conventional RAKE receiver with the same symbol duration $T_s$ and the same $m$-sequence for comparison. $G = 1$ indicates the BER performance without diversity gain and the receiver uses only one path to make symbol decisions. $G = 2, 3$ means two- or three-level diversity. Due to the memory characteristic of DSSS-CPM signal format, SSSH-CPM outperforms the conventional DSSS-BPSK system at high signal-to-noise ratio. There are about 4 dB and 3 dB improvement of performance at $BER = 10^{-5}$ for two- and three-level diversity compared to DSSS-BPSK in the same test conditions. It is also observed from
Figure 7 that the proposed RAKE receiver has remarkable performance gain while achieving 12 dB and 16 dB of diversity gain at $BER = 10^{-5}$ for $G = 2, 3$ considered in this paper. Similar diversity gain for SSMH-CPM is shown in Figure 8.

These numerical results show that performance improvement can be achieved over conventional DSSS-BPSK RAKE receiver. Furthermore, the proposed RAKE receiver can obtain a remarkable diversity gain, while the DSSS-CPM signaling format maintains constant envelope and spectral efficiency.

5. Conclusions

Motivated by the excellent properties of DSSS-CPM communication system, a new class of coherent RAKE receiver based on MLSD has been proposed in this paper. By introducing chip branch metric increment to the receiver scheme, the synchronous despreading and demodulation algorithm and the coherent RAKE receiver are presented for DSSS-CPM system. We have provided numerical examples to validate the efficiency of the algorithm. It shows that there is almost no performance loss in SSSH-CPM and SSMH-CPM compared with simple CPM system employing an optimal receiver. Moreover, SSSH-CPM significantly outperforms conventional standard DSSS-BPSK under a Rayleigh-fading multipath channel, and remarkable diversity gains can be achieved in DSSS-CPM system using the proposed RAKE receiver.
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