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Many manufacturers today are striving to offer high value-added product-related services (PRS) due to increasing competition and environmental pressure. PRS can reduce the negative impact on the environment, because it extends the life of products and minimizes the cost. Product and service planning has been considered as the critical factor to the success of PRS. Quality function deployment (QFD) has been recognized as an efficient planning tool which can convert customer needs (CNs) into design attributes of PRS involving product attributes (PAs) and service attributes (SAs). However, the subjective and vague information in the design of PRS with QFD may lead to inaccurate priority of PAs and SAs. To solve this problem, a novel rough VIKOR (VIseKriterijumska Optimizaciji I Kompromisno Resenje) -based QFD is proposed. The proposed approach integrates the strength of rough number (RN) in manipulating vague concepts with less a priori information and the merit of VIKOR in structuring framework of compromise decision-making. Finally, an application in compressor-based service design is presented to illustrate the potential of the proposed method.

1. Introduction

Product-related services (PRS) are services that are closely associated with goods in products. Expanding the service content of products has been for years a major trend in business strategy [1–3]. The physical goods are more and more associated with complex services that enhance the product value for customers and provide interesting business models for producers [4]. Besides, PRS can minimize the cost for long-lasting, well-functioning products and aim to sustain a balance between environmental, economic, and social dimensions [5]. Developing PRS is therefore a major concern for firms in a wide range of industries. To ensure the success of PRS, it is necessary to satisfy various customer needs (CNs). Quality function deployment (QFD) is often used to translate CNs into technical attributes (TAs) of product [6, 7]. However, the prioritizing TAs in the conventional QFD contain vagueness and impreciseness (e.g., linguistic judgments on the CN importance and the CN-TA relationships) which will affect the accuracy of the TA importance. Furthermore, compared with product design, the design of PRS always links to vague customer perception and subjective experience. This makes the conventional QFD not suitable for prioritizing design attributes of PRS which include product attributes (PAs) and service attributes (SAs). Some researchers have applied the fuzzy set theory to improve conventional QFD, for example, computation using fuzzy variables [8, 9], fuzzy integral [10], and fuzzy goal programming [11]. However, fuzzy QFD has been criticized for the pre-set membership function, the fixed fuzzy interval, and the inefficiency in manipulating vague and subjective information. Thus, the conventional QFD and fuzzy QFD cannot effectively deal with the vague prioritization process of PAs and SAs in PRS design.

To solve the above problems, this work proposes a new approach for prioritizing PAs and SAs of PRS by integrating VIKOR (VIseKriterijumska Optimizaciji I Kompromisno Resenje) and rough number (RN). In the rough QFD, the relationships among CNs, PAs, and SAs are mapped, and VIKOR and RN are used to convert the rough CN importance into the rough PA importance and then into the rough SA
importance. Thus, designers can make reasonable decisions with vague, subjective, and limited information.

The rest of this paper is organized as follows. Section 2 briefly reviews the related work; Section 3 introduces the framework and the detailed steps of the proposed rough VIKOR-based QFD approach. Section 4 uses a case of air compressor service design to illustrate the proposed method. Comparisons and discussions are also made in this section; Section 5 concludes the research.

2. Related Work

2.1. QFD in Service Design. Some researchers have applied the conventional QFD to the field of service design. An et al. [12] developed an integrated product service roadmap with QFD. Lin and Pekkarinen [13] proposed a framework of QFD-based logistics service design to integrate the house of quality (HOQ) technique and modular logic to help in designing logistics services with high quality. In J. A. Fitzsimmons and M. J. Fitzsimmons [14], QFD is used to match the process between service factors and CNs. Li et al. [15] applied QFD to map CNs to service function and map the relationships between product function and structure. Geum et al. [16] modified and applied HOQ to offer a service-focused modularization method. The relationships between module drivers and decomposed service components were analyzed in the Strategic Modularability Matrix (SMM), whereas the interrelationships among service components are identified in Interrelated Components Modularability Matrix (ICMM). Selen and Schepers [17] implemented a service QFD analysis at a federal police station in Belgium that could match the demands and needs of the general public and authorities to the activities deployed by the police service. Chen and Chou [18] integrated Grey Relational Analysis (GRA) into QFD to improve service techniques for an academic library. In conventional QFD, determining the weights of WHATs and HOWs and the relationships between the WHATs and HOWs is an art. But the decision-making information in the conventional QFD is usually expressed in form of experts’ linguistic judgements which are subjective or vague [19]. This may lead to the final analysis results being inaccurate.

Therefore, to deal with vague and subjective information in the conventional QFD for service design, the fuzzy set theory is utilized. Geng et al. [20] improved fuzzy QFD for product service system planning. First, they used the fuzzy pairwise comparison to obtain the initial weights of engineering characteristics considering CNs. After that, they applied the data envelopment analysis (DEA) approach to obtain the final weights of engineering characteristics. Song et al. [21] proposed a QFD based on rough-grey relational analysis approach to prioritize the design attributes. In order to identify the critical determinants relating to customer satisfaction, Su and Lin [22] analyzed the correlation between the imprecise requirements from customers and the determinants of service quality with fuzzy QFD. Bottani [23] proposed an approach to manage customer service based on fuzzy QFD. Fuzzy logic is also adopted to handle the ill-defined nature of the qualitative linguistic judgments required in the fuzzy QFD. Ding [24] applied a fuzzy QFD model to identify solutions of service delivery system (SDS) for a port from the viewpoints of customers. Although fuzzy QFD uses fuzzy number to deal with vague information in service design, its inherent deficiencies will influence the final results in the QFD analysis. For example, fuzzy interval indicating the estimation range may be enlarged after fuzzy arithmetic operations [25], which have impact on the result of QFD. Besides, the membership functions in the fuzzy QFD are usually subjectively and intuitively selected by experts with experience [26].

2.2. Rough Set Theory. Pawlak [27] proposed the rough set theory (RST) and considered it as an effective tool to cope with subjective and vague information even if the data distribution is unknown. Pawlak [28] considered that each vague concept can be represented with a pair of precise concepts using the lower and upper approximations in RST. Assume that there is a set of n classes of human judgments, \( R = \{J_1, J_2, \ldots, J_n\} \), ordered in the manner of \( J_1 < J_2 < \cdots < J_n \), and \( Y \) is an arbitrary object of \( U \); then the lower approximation of \( J_i \), the upper approximation of \( J_i \), and boundary region are defined [29].

\[
\text{Lower approximation:} \quad \text{Apr}(J_i) = \bigcup \{Y \in U \mid R(Y) \leq J_i\}.
\]

\[
\text{Upper approximation:} \quad \text{Apr}(J_i) = \bigcup \{Y \in U \mid R(Y) \geq J_i\}.
\]

\[
\text{Boundary region:} \quad \text{Bnd}(J_i) = \bigcup \{Y \in U \mid R(Y) \neq J_i\}
\]

\[
= \{Y \in U \mid R(Y) > J_i\} \cup \{Y \in U \mid R(Y) < J_i\}.
\]

For a concept \( J_i \), the greatest definable set contained in the concept is called the lower approximation of \( J_i \), the least definable set that contained concept \( J_i \) is called the upper approximation of \( J_i \), Elements belonging only to the upper approximation compose the boundary region.

Zhai et al. [25] proposed that the class \( J_i \) can be represented by a RN, which is defined by its lower limit \( \text{Lim}(J_i) \) and upper limit \( \text{Lim}(J_i) \). The calculation principles are as follows [30]:

\[
\text{Lim}(J_i) = \left\lfloor \prod_{k=1}^{N_L} R(Y) \mid Y \in \text{Apr}(J_i) \right\rfloor^{1/N_L},
\]

\[
\text{Lim}(J_i) = \left\lfloor \prod_{k=1}^{N_U} R(Y) \mid Y \in \text{Apr}(J_i) \right\rfloor^{1/N_U},
\]

where \( N_L \) and \( N_U \) are the number of objects included in the lower approximation and upper approximation of \( J_i \), respectively. The human judgments can be represented by RNs on the basis of lower limit \( \text{Lim}(J_i) \) and upper limit \( \text{Lim}(J_i) \).
The RN and interval of boundary region are expressed by the following equations:

Rough number:
\[
\text{RN} \left( I_j \right) = \left[ \lim \left( I_j \right), \lim \left( C_i \right) \right].
\]  
(5)

Interval of boundary region:
\[
\text{IBR} \left( I_j \right) = \lim \left( I_j \right) - \lim \left( I_j \right).
\]  
(6)

The arithmetic operations of interval analysis can also be used in RNs as follows [25, 30].

2.3. VIKOR Method. VIKOR (VIseKriterijumska Optimizacija i Kompromisno Rešenje) is an effective tool in multicriteria decision-making (MCDM). It is proposed by Opricovic [31] who introduced the multicriteria ranking index to determine the compromise ranking-list. The alternatives are ranked by comparing the measure of closeness to the ideal solution [32]. VIKOR is developed from the \( L_p \)-metric in compromise programming:
\[
L_{pj} = \left[ \sum_{j=1}^{m} \left( \omega_j \times \frac{f_{ij}^* - f_{ij}}{f_j^* - f_j} \right)^p \right]^{1/p},
\]
\[1 \leq p \leq \infty; \ i = 1, 2, 3, \ldots, n,
\]
where \( L_{pj} \) is an aggregating function, \( \omega_j \) is the weight of the \( j \)th criterion, \( f_{ij}^* \) is the evaluation value of the \( j \)th criterion for the \( \text{th} \) alternative, \( f_j^* \) and \( f_j \) are the best and worst values of the \( j \)th criterion, respectively, and \( m \) and \( n \) are the numbers of criteria and alternatives, respectively.

In the VIKOR method, \( L_{1j} \) is defined as \( S_j \) and \( L_{\text{coyi}} \) is defined as \( R_i \), which are used to formulate ranking measure. While the optimal compromise solution is determined, a maximum group utility (\( \min_{S_j} \ S_j \)) of the majority and a minimum individual regret (\( \min_{R_i} \ R_i \)) of the opponent are also considered.

The VIKOR method is suitable for the situation where the decision-maker is not able, or does not know, to express his/her preference at the early stage of solution selection [33]. The ranking order of solutions is determined by the aggregating function \( Q \) in which the formats of inputs and outputs are identical. For example, the inputs are interval numbers, and the outputs are also interval numbers. However, in the TOPSIS, no matter whether the inputs are precise numbers or interval numbers, the outputs are precise numbers. If the outputs of a process are the new inputs of the next process (e.g., QFD) and the original inputs are interval numbers, the result from TOPSIS is inaccurate because the original inputs are interval numbers and the new inputs are precise numbers. VIKOR can deal with this problem. Therefore, the VIKOR method is widely used in industry.

Although VIKOR is a simple and straightforward MCDM technique, it cannot well reflect the vague and subjective information contained in the process of QFD analysis for PRS; that is, it lacks the capability of capturing and reflecting the subjective perceptions of designers in the analyzing process. Thus, a new method should be developed to effectively manipulate the vague and subjective information in the QFD.

3. The Proposed Rough VIKOR-Based QFD Method

In order to solve the problem of vagueness and subjectivity in the early design of PRS, a QFD framework based on rough VIKOR is proposed, as shown in Figure 1. The proposed method is composed of two phases. The first phase is to identify CNs, PAs, and SAs. CNs are classified, PAs are selected to satisfy CNs, and SAs are identified to ensure the normal operation of PAs. The second phase is to calculate the importance of PAs and SAs. Customers evaluate the CN importance, and experts judge the CN-PA relationships and PA-SA relationships. These crisp ratings are then converted into RNs. Individual RNs are aggregated to generate group RNs. The group rough importance and relationships are normalized. Based on the CN importance and CN-PA relationships, the PA importance is calculated and prioritized by the proposed rough VIKOR. Similarly, the SA importance is also calculated and ranked based on the PA importance and PA-SA relationships.

3.1. Analyze CNs, PAs, and SAs. In order to improve customer satisfaction of new products, CNs are collected and classified. Meanwhile, experts identify PAs and SAs.

3.1.1. Classify CNs. CNs are the crucial inputs for the success of new product development. A CN is a description, in the customer’s own words, of the benefit to be fulfilled by the product or service [34]. Usually, CNs are too general or too detailed to be directly used for new product development. Some tools and methods are chosen to classify CNs, such as an affinity diagram [35], Kano model [36], and Maslow model [37]. In this paper, CNs of PRS are identified with the method of I-CAC (Industrial customer activity analysis cycle) proposed in Song et al. [38]. The identification method of I-CAC can systematically consider the full stages of CNs. Because of the limited space here, the specific methods are not repeated. Interested readers are encouraged to read the work of Song et al. [38]. Here, CNs are denoted as follows:
\[
\text{CN} = \{ \text{CN}_1, \text{CN}_2, \text{CN}_3, \ldots, \text{CN}_i, \ldots, \text{CN}_m \},
\]
where \( \text{CN}_i \) represents the \( i \)th CN for new product, \( m \) is the number of CNs. \( \forall \text{CN}_i, \text{CN}_j, \exists \text{CN}_i \cap \text{CN}_j = \emptyset \) (\( i \neq j \)).

3.1.2. Identify PAs and SAs. To satisfy CNs, PAs are identified. Then SAs are also identified to improve the design. They are expressed as follows:
\[
P = \{ \text{PA}_1, \text{PA}_2, \text{PA}_3, \ldots, \text{PA}_i, \ldots, \text{PA}_n \},
\]
\[
S = \{ \text{SA}_1, \text{SA}_2, \text{SA}_3, \ldots, \text{SA}_j, \ldots, \text{SA}_k \},
\]
where \( \text{PA}_i \) represents the \( i \)th PA of new product, \( n \) is the number of PAs, \( \text{SA}_j \) represents the \( j \)th SA of new product, and \( k \) is the number of SAs. \( \forall \text{PA}_i, \text{SA}_j, \exists \text{PA}_i \cap \text{SA}_j = \emptyset \) (\( i \neq j \)), and, \( \forall \text{SA}_j, \exists \text{SA}_j \cap \text{SA}_j = \emptyset \) (\( i \neq j \)).

3.2. Calculate the Importance of PAs and SAs. In the rough QFD, the importance of PAs and SAs is calculated by integrating VIKOR and RN. The process is as follows.
Phase 1: analyze CNs, PAs, and SAs
Classify CNs
Identify PAs
Identify SAs

The process of rough VIKOR:
① Construct a rough decision matrix
② Determine the best and worst values of criteria
③ Calculate the maximum group utility (S) and minimum of individual regret (R)
④ Calculate the aggregating function (Q)
⑤ Rank S, R, and Q
⑥ Rank PAs and SAs

Step 1 (evaluate the CN importance, the CN-PA relationships, and PA-SA relationships with crisp judgment). Customers evaluate the CN importance with the 9-point subscale (1-3-5-7-9). Scores of 1, 3, 5, 7, and 9 are defined as very low, low, moderate, high, and very high importance, respectively. Similarly, experts evaluate the CN-PA relationship and the PA-SA relationship with the 9-point subscale. Scores of 1, 3, 5, 7, and 9 represent very weak, weak, moderate, strong, and very strong relationships. The CN importance, the CN-PA relationship, and the PA-SA relationship are obtained.

\[
\begin{align*}
\omega_i & = \{\omega_{i1}^1, \omega_{i2}^2, \omega_{i3}^3, \ldots, \omega_{ih}^h, \ldots, \omega_{iH}^H\}, \\
r_{ij} & = \{r_{ij}^{L1}, r_{ij}^{L2}, r_{ij}^{L3}, \ldots, r_{ij}^{Ll}, r_{ij}^{Ll+1}, \ldots, r_{ij}^{LR}\},
\end{align*}
\]  

(10)

where \(\omega_{ih}^h\) represents the \(h\)th customer’s evaluation on the importance of the \(i\)th CN, \(H\) is the number of customers, \(r_{ij}^{Ll}\) represents the \(l\)th expert’s evaluation on the relationship between the \(i\)th CN and the \(j\)th PA or the \(i\)th PA and the \(j\)th SA, and \(L\) is the number of experts.

Step 2 (convert the crisp judgement into RN). The crisp importance and crisp relationships are converted into RNs with formula (4).

\[
\begin{align*}
\text{RN} (\omega_i^L) & = [\omega_{i1}^{L1}, \omega_{i2}^{L1}, \omega_{i3}^{L1}, \ldots, \omega_{iH}^{L1}], \\
\text{RN} (r_{ij}^{L}) & = [r_{ij}^{L1}, r_{ij}^{L2}, r_{ij}^{L3}, \ldots, r_{ij}^{LR}],
\end{align*}
\]  

(11)

where \(\omega_{iH}^{L1}\) and \(r_{ij}^{L1}\) are the lower limits of RNs and \(\omega_{iH}^{L1}\) and \(r_{ij}^{L1}\) are the upper limits of RNs.

Step 3 (aggregate individual RN to generate group RN). The group RN is aggregated as follows:

\[
\begin{align*}
\omega_{iL} & = \left( \prod_{h=1}^{H} \omega_{iH}^h \right)^{1/H}, \\
\omega_{iU} & = \left( \prod_{h=1}^{H} \omega_{iH}^h \right)^{1/H}, \\
r_{ij}^{L} & = \left( \prod_{s=1}^{S} r_{ij}^{Ls} \right)^{1/S}, \\
r_{ij}^{U} & = \left( \prod_{s=1}^{S} r_{ij}^{Us} \right)^{1/S}.
\end{align*}
\]  

(12)

Step 4 (normalize the rough importance and rough relationships). The rough importance and rough relationships are normalized as follows:

\[
\begin{align*}
\omega_{iL} & = \frac{\omega_{iL}}{\max_{s=1}^{m} \{ \max \{ \omega_{iL}^{Ls}, \omega_{iL}^{Us} \} \}}, \\
\omega_{iU} & = \frac{\omega_{iU}}{\max_{s=1}^{m} \{ \max \{ \omega_{iL}^{Ls}, \omega_{iU}^{Us} \} \}}, \\
f_{ij}^{L} & = \frac{r_{ij}^{L}}{\max_{j=1}^{n} \{ \max \{ r_{ij}^{L}, r_{ij}^{Us} \} \}}, \\
f_{ij}^{U} & = \frac{r_{ij}^{U}}{\max_{j=1}^{n} \{ \max \{ r_{ij}^{L}, r_{ij}^{Us} \} \}}.
\end{align*}
\]  

(13)

(14)

Figure 1: The proposed QFD framework based on rough VIKOR.
Step 5 (calculate the PA importance with rough VIKOR). The importance of PAs is calculated with rough VIKOR as follows [39].

(1) Construct a Rough Decision Matrix D. The CN-PA relationships are defined as the alternatives, and the importance of CNs is the evaluation criterion. The rough decision matrix D is

\[
D = \begin{bmatrix}
[ f_{11}^L, f_{11}^U ] & [ f_{12}^L, f_{12}^U ] & \cdots & [ f_{1m}^L, f_{1m}^U ] \\
[ f_{21}^L, f_{21}^U ] & [ f_{22}^L, f_{22}^U ] & \cdots & [ f_{2m}^L, f_{2m}^U ] \\
\vdots & \vdots & \ddots & \vdots \\
[ f_{n1}^L, f_{n1}^U ] & [ f_{n2}^L, f_{n2}^U ] & \cdots & [ f_{nm}^L, f_{nm}^U ]
\end{bmatrix}
\]  

(15)

(2) Determine the Best \( f_j^+ \) and Worst \( f_j^- \). For the benefit criterion, the larger the value of \( f_j \) is, the better the result is. For the cost criterion, the smaller the value of \( f_j \) is, the better the result is.

\[
f_j^+ = \max_{j \in B} \omega_j f_{ij}^L + \min_{j \in C} \omega_j f_{ij}^U,
\]

\[
f_j^- = \min_{j \in B} \omega_j f_{ij}^L + \max_{j \in C} \omega_j f_{ij}^U,
\]

(16)

where \( B \) is associated with the benefit criterion and \( C \) is associated with the cost criterion.

(3) Calculate \( S_j \) and \( R_j \). \( S \) and \( R \) are calculated as follows:

\[
S_j^L = \sum_{j \in B} \omega_j f_j^+ - f_j^+ - f_j^- + \sum_{j \in C} \omega_j f_j^+ - f_j^-,
\]

\[
S_j^U = \sum_{j \in B} \omega_j f_j^+ - f_j^+ - f_j^- + \sum_{j \in C} \omega_j f_j^+ - f_j^-,
\]

(17)

\[
S_j^L = \sum_{j \in B} \omega_j f_j^- - f_j^- - f_j^+ + \sum_{j \in C} \omega_j f_j^- - f_j^+,
\]

\[
S_j^U = \sum_{j \in B} \omega_j f_j^- - f_j^- - f_j^+ + \sum_{j \in C} \omega_j f_j^- - f_j^+.
\]

(18)

(3) Calculate the Aggregating Function \( Q_i \). Consider the following:

\[
Q_j^L = \frac{S_j^L - S^+}{S^+ - S^-} + (1 - \nu) \frac{R_j^L - R^+}{R^+ - R^-},
\]

\[
Q_j^U = \frac{S_j^U - S^+}{S^+ - S^-} + (1 - \nu) \frac{R_j^U - R^+}{R^+ - R^-},
\]

(22)

where \( S^+ = \max_{i=1}^n S_i^+, S^- = \min_{i=1}^n S_i^- \), \( R^+ = \min_{i=1}^n R_i^+ \), \( R^- = \max_{i=1}^n R_i^- \), \( \nu \) is the weight of the strategy of the majority of criteria \( (\nu \in [0, 1]) \), and usually \( \nu = 0.5 \).

(4) Rank \( S, R, \) and \( Q \). \( S, R, \) and \( Q \) are ranked in decreasing order. So three ranking lists are obtained.

For any two interval numbers \([\lim(\alpha), \lim(\alpha)]\) and \([\lim(\beta), \lim(\beta)]\), the ranking rule is described as follows.

(a) If the interval of a RN is not strictly contained by another

(i) if \( \lim(\beta) \geq \lim(\alpha) \) and \( \lim(\beta) > \lim(\alpha) \), or \( \lim(\beta) > \lim(\alpha) \) and \( \lim(\beta) \geq \lim(\alpha) \), then \( RN(\beta) > RN(\alpha) \), where “>” means “more important than”;

(ii) if \( \lim(\beta) = \lim(\alpha) \) and \( \lim(\beta) = \lim(\alpha) \), then \( RN(\beta) = RN(\alpha) \).

(b) If the interval of a RN is strictly contained by another

(i) if \( \lim(\beta) > \lim(\alpha) \) and \( \lim(\beta) < \lim(\alpha) \), if \( M(\beta) \leq M(\alpha) \), then \( RN(\beta) < RN(\alpha) \), where \( M(\alpha) \) and \( M(\beta) \) are the median of \( RN(\alpha) \) and \( RN(\beta) \), respectively;

(ii) If \( \lim(\beta) < \lim(\alpha) \) and \( \lim(\beta) > \lim(\alpha) \), if \( M(\beta) > M(\alpha) \), then \( RN(\beta) > RN(\alpha) \).

(5) Rank PAs. Assume that \( PA_i \) is ranked the best by calculating \( Q \) (minimum), if the following two conditions are satisfied:

\[
(C_1) \text{ Acceptable advantage:}
\]

\[
\sqrt{\frac{[Q^L(PA_j) - Q^L(PA_i)]^2 + [Q^U(PA_j) - Q^U(PA_i)]^2}{2}} < \frac{1}{s - 1}
\]

where \( PA_j \) is the second PA ranked by calculating Q.

\[
(C_2) \text{ Acceptable stability in decision-making:} \quad PA_i \text{ must also be ranked the best by calculating } S \text{ or } R. \text{ This compromise solution is stable in the decision-making process. When } \nu > 0.5, \text{ it could be the strategy of maximum group utility, or } "\text{by consensus}" (\nu = 0.5), \text{ or } "\text{with veto}" (\nu < 0.5).

If (C_1) or (C_2) is not satisfied, a set of PAs is proposed as follows:

(1) \( PA_i \) and \( PA_j \) if only (C_2) is not satisfied,

(2) \( PA_i, PA_j, \ldots, PA_k \) if (C_1) is not satisfied. \( PA_i \) is calculated by

\[
\sqrt{\frac{[Q^L(PA_i) - Q^L(PA_j)]^2 + [Q^U(PA_i) - Q^U(PA_j)]^2}{2}} < \frac{1}{s - 1}
\]

where \( s = \min_{i=1}^n S_i^+, S^- = \max_{i=1}^n S_i^- \), \( R^+ = \min_{i=1}^n R_i^+ \), \( R^- = \max_{i=1}^n R_i^- \), \( \nu \) is the weight of the strategy of the majority of criteria \( (\nu \in [0, 1]) \), and usually \( \nu = 0.5 \).
Therefore, the ranking order of PAs is determined by the aggregating function $Q$. However, the smaller the value of $Q$ is, the larger the importance of PA becomes. For example, the median of $Q_p$ is the maximum, and the median of $Q_i$ is the minimum. The importance of PA, $\left[Q_i^{L}, Q_i^{U}\right]$, and the PA importance is $\left[Q_p^{L}, Q_p^{U}\right]$. The importance of PAs is the key input of calculating the SA importance in the next process of rough QFD.

Step 6 (calculate the SA importance with rough VIKOR). Similarly, the SA-PA relationship matrix is the rough decision matrix, and the PA importance is the evaluation criterion. According to Step 5, the importance of SAs is calculated.

4. Case Study

In this section, the design of the compressor-related services is taken as an example to illustrate the application of the proposed method. The compressor is the heart of the refrigeration system. It can compress and transport refrigerant vapor and make the refrigerant work. The design of the compressor affects the performance of a refrigerator directly. The information of the compressor is provided by company A, who has developed the compressor for more than 40 years. It mainly supplies the compressor and related services to its customers.

4.1. Analyze CNs, PAs, and SAs

Before developing the compressor, a team consisting of 20 investigators in company A take more than two months to collect CNs. These investigators are divided into five groups. Three groups interview key customers, one group communicates with their vendors, and the other exchanges the information of the compressor with the relevant enterprises. After collecting CNs, the team refines them and six key CNs are determined. They are safety (CN$_1$), lower energy consumption (CN$_2$), lower noise (CN$_3$), lower failure rate (CN$_4$), being easy to maintain (CN$_5$), and environmental protection (CN$_6$).

To satisfy the six key CNs, design team identifies PAs of the compressor. In the concurrent and collaborative design, all groups can work together at the same time. For example, one group involving 25 persons designs the parts or components, one group including 10 people develops the power system, and another group consisting of 8 people designs the hydraulic system. According to the existing knowledge, experience, and CNs, these designers exchange the information and then identify seven key PAs, that is, refrigerating capacity (PA$_1$), cylinder volume (PA$_2$), rated power (PA$_3$), performance coefficient (PA$_4$), structure (PA$_5$), noise (PA$_6$), and air discharge (PA$_7$). Similarly, service team consisting of 22 people identify SAs to improve the design of the compressor. Seven key SAs are determined depending on the existing knowledge, CNs, PAs, and so forth. The final determined SAs are diagnosing failure timely (SA$_1$), less repair time (SA$_2$), lower repair cost (SA$_3$), supplying spare parts timely (SA$_4$), supplying spare parts with lower cost (SA$_5$), professional cleaning (SA$_6$), and timely lubrication (SA$_7$).

<table>
<thead>
<tr>
<th>CN</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
<th>C5</th>
</tr>
</thead>
<tbody>
<tr>
<td>CN$_1$</td>
<td>9</td>
<td>7</td>
<td>9</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>CN$_2$</td>
<td>5</td>
<td>9</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>CN$_3$</td>
<td>5</td>
<td>7</td>
<td>9</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>CN$_4$</td>
<td>7</td>
<td>9</td>
<td>7</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>CN$_5$</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>CN$_6$</td>
<td>5</td>
<td>5</td>
<td>7</td>
<td>5</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 1: The crisp ratings for the CN importance.

4.2. Calculate the PA Importance and SA Importance

The PA importance and SA importance are calculated in the following steps.

Step 1 (evaluate the CN importance, the CN-PA relationships, and PA-SA relationships with crisp judgment). Five key customers are invited to evaluate the CN importance of the compressor with the 9-point subscale, as shown in Table 1. Similarly, five key experts from the design team evaluate the CN-PA relationships, as shown in Table 2. Note that 0 indicates that CN and PA and SA are uncorrelated. Then five experts from the service team evaluate the PA-SA relationships, as shown in Table 3.

Step 2 (convert the crisp ratings into RNs). The crisp ratings are converted into RNs with formula (4). For example, the CN$_1$ importance is $[5, 9, 7, 7, 7]$. The CN importance is $\lim(5) = \sqrt[4]{5} = 5$, $\lim(5) = \sqrt[4]{5 \times 7 \times 7 \times 7 \times 9} = 6.88$, $\lim(5) = \sqrt[4]{9 \times 7 \times 7 \times 7 \times 5} = 6.88$, $\lim(5) = \sqrt[4]{9 \times 7 \times 7 \times 5} = 6.44$, and $\lim(5) = \sqrt[4]{9 \times 7 \times 7 \times 9} = 7.45$. The rough importance of CN$_2$ is $[5.00, 6.88], [6.88, 9.00], [6.44, 7.45], [6.44, 7.45], [6.44, 7.45]$.

Step 3 (aggregate individual RN to generate group RN). According to (12), the group rough importance and group rough relationships are aggregated. For the rough importance of CN$_2$, $\lim(\omega_2) = \sqrt[4]{5.00 \times 6.88 \times 6.44 \times 6.44 \times 6.44} = 6.20$ and $\lim(\omega_2) = \sqrt[4]{6.88 \times 9.00 \times 7.45 \times 7.45 \times 7.45} = 7.61$. The group rough importance of CN$_2$ is [6.20, 7.61].

Step 4 (normalize the group rough importance and group rough relationships). The group rough importance and group rough relationships are normalized with formula (13)-(14), respectively.

Step 5 (calculate the PA importance with rough VIKOR). According to Step 4, the CN importance is $[0.92, 1.00], [0.70, 0.85], [0.63, 0.83], [0.86, 0.97], [0.37, 0.47], [0.59, 0.70]$, and the rough decision matrix of PAs is determined (shown in Table 4). The best $f^+$ and worst $f^−$ are identified with formula (16), as shown in Table 5. $R$ and $E$ are calculated with formulas (17)-(18) and (19)-(20), respectively (see Table 6). $Q$ is calculated with formula (21), as shown in Table 6. According to $\ominus$ and $\oslash$ in Section 3.2, the PA importance is determined (see Table 6).

Step 6 (calculate the SA importance with rough VIKOR). Similarly, the rough decision matrix of SAs is determined.
Table 2: The crisp ratings for the relationships between CNs and PAs.

<table>
<thead>
<tr>
<th>CN</th>
<th>PA1</th>
<th>PA2</th>
<th>PA3</th>
<th>PA4</th>
<th>PA5</th>
<th>PA6</th>
<th>PA7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7,3,7,5,5</td>
<td>1,1,1,1,1</td>
<td>5,7,7,5,7</td>
<td>9,7,9,9,9</td>
<td>5,5,5,3,5</td>
<td>3,1,3,1,1</td>
<td>1,1,3,1,1</td>
</tr>
<tr>
<td>2</td>
<td>9,7,9,9,7</td>
<td>0,0,0,0,0</td>
<td>5,1,3,3,3</td>
<td>7,9,7,7,9</td>
<td>3,1,1,1,1</td>
<td>0,0,0,0,0</td>
<td>3,1,3,1,1</td>
</tr>
<tr>
<td>3</td>
<td>3,1,3,3,5</td>
<td>0,0,0,0,0</td>
<td>5,3,5,7,5</td>
<td>7,5,9,7,9</td>
<td>5,3,5,7,5</td>
<td>9,9,9,9,9</td>
<td>1,1,3,1,1</td>
</tr>
<tr>
<td>4</td>
<td>5,5,5,5,3</td>
<td>0,0,0,0,0</td>
<td>5,3,5,7,5</td>
<td>5,3,7,7,7</td>
<td>5,3,3,3,3</td>
<td>1,3,1,3,1</td>
<td>1,3,1,1,1</td>
</tr>
<tr>
<td>5</td>
<td>0,0,0,0,0</td>
<td>5,3,5,7,5</td>
<td>0,0,0,0,0</td>
<td>7,5,5,5,7</td>
<td>0,0,0,0,0</td>
<td>0,0,0,0,0</td>
<td>0,0,0,0,0</td>
</tr>
<tr>
<td>6</td>
<td>7,5,5,3,5</td>
<td>0,0,0,0,0</td>
<td>0,0,0,0,0</td>
<td>3,5,3,7,5</td>
<td>3,3,3,7,7</td>
<td>5,1,3,3,1</td>
<td>3,1,3,3,1</td>
</tr>
</tbody>
</table>

Table 3: The crisp ratings for the relationships between PAs and SAs.

<table>
<thead>
<tr>
<th>SA1</th>
<th>SA2</th>
<th>SA3</th>
<th>SA4</th>
<th>SA5</th>
<th>SA6</th>
<th>SA7</th>
</tr>
</thead>
<tbody>
<tr>
<td>PA1</td>
<td>5,3,7,5,7</td>
<td>7,5,5,7,7</td>
<td>5,7,5,7,5</td>
<td>0,0,0,0,0</td>
<td>0,0,0,0,0</td>
<td>1,3,1,3,1</td>
</tr>
<tr>
<td>PA2</td>
<td>1,3,1,5,3</td>
<td>5,5,5,7,5</td>
<td>9,7,9,9,7</td>
<td>3,1,3,3,3</td>
<td>9,5,7,9,7</td>
<td>5,3,5,7,5</td>
</tr>
<tr>
<td>PA3</td>
<td>5,7,5,5,7</td>
<td>7,7,7,7,7</td>
<td>9,7,9,9,7</td>
<td>0,0,0,0,0</td>
<td>0,0,0,0,0</td>
<td>0,0,0,0,0</td>
</tr>
<tr>
<td>PA4</td>
<td>3,3,3,3,3</td>
<td>5,3,5,7,5</td>
<td>5,7,5,7,5</td>
<td>3,1,3,3,3</td>
<td>7,5,7,5,7</td>
<td>7,7,5,5,7</td>
</tr>
<tr>
<td>PA5</td>
<td>5,3,5,5,7</td>
<td>7,5,7,7,7</td>
<td>9,7,9,9,7</td>
<td>5,3,3,3,3</td>
<td>9,7,9,9,9</td>
<td>5,5,7,5,5</td>
</tr>
<tr>
<td>PA6</td>
<td>5,1,3,3,5</td>
<td>3,3,5,5,5</td>
<td>7,5,5,5,3</td>
<td>0,0,0,0,0</td>
<td>0,0,0,0,0</td>
<td>0,0,0,0,0</td>
</tr>
<tr>
<td>PA7</td>
<td>1,5,1,3,3</td>
<td>5,3,5,5,3</td>
<td>5,5,7,3,5</td>
<td>0,0,0,0,0</td>
<td>0,0,0,0,0</td>
<td>5,7,5,7,5</td>
</tr>
</tbody>
</table>

Table 4: The rough decision matrix of PAs.

<table>
<thead>
<tr>
<th>CN1</th>
<th>CN2</th>
<th>CN3</th>
<th>CN4</th>
<th>CN5</th>
<th>CN6</th>
</tr>
</thead>
<tbody>
<tr>
<td>PA1</td>
<td>[0.48, 0.69]</td>
<td>[0.89, 1.00]</td>
<td>[0.22, 0.39]</td>
<td>[0.63, 0.75]</td>
<td>[0.00, 0.00]</td>
</tr>
<tr>
<td>PA2</td>
<td>[0.11, 0.11]</td>
<td>[0.00, 0.00]</td>
<td>[0.00, 0.00]</td>
<td>[0.00, 0.00]</td>
<td>[0.65, 0.83]</td>
</tr>
<tr>
<td>PA3</td>
<td>[0.63, 0.74]</td>
<td>[0.23, 0.41]</td>
<td>[0.16, 0.35]</td>
<td>[0.32, 0.62]</td>
<td>[0.00, 0.00]</td>
</tr>
<tr>
<td>PA4</td>
<td>[0.92, 1.00]</td>
<td>[0.84, 0.95]</td>
<td>[0.63, 0.74]</td>
<td>[0.69, 1.00]</td>
<td>[0.00, 0.00]</td>
</tr>
<tr>
<td>PA5</td>
<td>[0.46, 0.55]</td>
<td>[0.12, 0.17]</td>
<td>[0.46, 0.62]</td>
<td>[0.47, 0.55]</td>
<td>[0.74, 1.00]</td>
</tr>
<tr>
<td>PA6</td>
<td>[0.13, 0.23]</td>
<td>[0.00, 0.00]</td>
<td>[1.00, 1.00]</td>
<td>[0.18, 0.31]</td>
<td>[0.00, 0.00]</td>
</tr>
<tr>
<td>PA7</td>
<td>[0.12, 0.17]</td>
<td>[0.14, 0.23]</td>
<td>[0.12, 0.17]</td>
<td>[0.16, 0.23]</td>
<td>[0.00, 0.00]</td>
</tr>
</tbody>
</table>

Table 5: The best $f^+$ and worst $f^-$ of each criterion (PAs).

<table>
<thead>
<tr>
<th>CN1</th>
<th>CN2</th>
<th>CN3</th>
<th>CN4</th>
<th>CN5</th>
<th>CN6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f^+_j$</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>$f^-_j$</td>
<td>0.11</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

(shown in Table 7), the best $f^+$ and worst $f^-$ are shown in Table 8, and S, R, and Q and the SA importance are shown in Table 9.

4.3. Comparisons and Discussion. To reveal the advantages of the proposed method, the conventional QFD (using precise numbers) and fuzzy QFD (using symmetrical triangular fuzzy numbers) are applied (see Tables 10, 11, and 12). The criteria of comparisons between rough QFD, conventional QFD, and fuzzy QFD are uncertainty manipulation mechanism, prior information requirement, and flexibility.

(1) Comparisons between the Rough QFD and Conventional QFD. The conventional QFD is a systematic and operational method which realizes CNs to drive the product design and production process. The precise numbers are usually adopted to translate “voice of customer” into “voice of technician.” The relationship between CNs and PAs is evaluated precisely which can improve customer satisfaction. Therefore, the conventional QFD using the precise numbers is used widely in the product development. However, decision-makers express their perceptions with the vague and subjective information. The precise numbers deal with these information inaccurately. For example, the importance of PA$_2$ is 0.00 in Table 11, and the importance of SA$_4$ is also 0.00 in Table 12. This indicates that PA$_2$ and SA$_4$ should not be considered in the next stage of development. However, this is inconsistent with the expectation of designers in the case company. Actually, the importance of PA$_2$ and SA$_4$ should not be considered in the next stage of development. However, this is inconsistent with the expectation of designers in the case company. Actually, the importance of PA$_2$ and SA$_4$ is very low rather than 0.00. The rough and fuzzy QFD can provide the result in Tables 11 and 12. In this respect, the rough QFD considers vague and subjective information in product development, and it is more practical than the conventional QFD.

(2) Comparisons between the Rough QFD and Fuzzy QFD. Although the rough and fuzzy QFD handle the vague and subjective information effectively, their mechanisms of dealing with vague and subjective information are different. The
Table 6: The $S$, $R$, and $Q$ and the weights of PAs.

<table>
<thead>
<tr>
<th></th>
<th>$S$</th>
<th>Rank</th>
<th>$R$</th>
<th>Rank</th>
<th>$Q$</th>
<th>Rank</th>
<th>Weight</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>PA_1</td>
<td>[1.29, 2.32]</td>
<td>2</td>
<td>[0.38, 0.65]</td>
<td>2</td>
<td>[0.15, 0.44]</td>
<td>2</td>
<td>[0.73, 0.96]</td>
<td>2</td>
</tr>
<tr>
<td>PA_2</td>
<td>[3.76, 4.52]</td>
<td>7</td>
<td>[0.92, 1.00]</td>
<td>7</td>
<td>[0.84, 1.00]</td>
<td>7</td>
<td>[0.00, 0.20]</td>
<td>7</td>
</tr>
<tr>
<td>PA_3</td>
<td>[2.38, 3.60]</td>
<td>4</td>
<td>[0.59, 0.70]</td>
<td>3</td>
<td>[0.40, 0.65]</td>
<td>4</td>
<td>[0.40, 0.65]</td>
<td>4</td>
</tr>
<tr>
<td>PA_4</td>
<td>[0.60, 1.56]</td>
<td>1</td>
<td>[0.37, 0.47]</td>
<td>1</td>
<td>[0.00, 0.20]</td>
<td>1</td>
<td>[0.84, 1.00]</td>
<td>1</td>
</tr>
<tr>
<td>PA_5</td>
<td>[2.00, 2.95]</td>
<td>3</td>
<td>[0.58, 0.75]</td>
<td>4</td>
<td>[0.35, 0.60]</td>
<td>3</td>
<td>[0.60, 0.86]</td>
<td>3</td>
</tr>
<tr>
<td>PA_6</td>
<td>[2.62, 3.53]</td>
<td>5</td>
<td>[0.80, 0.98]</td>
<td>5</td>
<td>[0.60, 0.86]</td>
<td>5</td>
<td>[0.35, 0.60]</td>
<td>5</td>
</tr>
<tr>
<td>PA_7</td>
<td>[3.28, 4.25]</td>
<td>6</td>
<td>[0.86, 0.99]</td>
<td>6</td>
<td>[0.73, 0.96]</td>
<td>6</td>
<td>[0.15, 0.44]</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 7: The rough decision matrix of SA.

<table>
<thead>
<tr>
<th></th>
<th>$S$</th>
<th>Rank</th>
<th>$R$</th>
<th>Rank</th>
<th>$Q$</th>
<th>Rank</th>
<th>Weight</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>SA_1</td>
<td>[0.54, 0.80]</td>
<td>0.17</td>
<td>[0.73, 0.86]</td>
<td>0.40</td>
<td>[0.47, 0.63]</td>
<td>0.37</td>
<td>[0.23, 0.44]</td>
<td></td>
</tr>
<tr>
<td>SA_2</td>
<td>[0.85, 1.00]</td>
<td>0.59</td>
<td>[0.86, 0.96]</td>
<td>0.47</td>
<td>[0.70, 0.78]</td>
<td>0.65</td>
<td>[0.58, 0.74]</td>
<td></td>
</tr>
<tr>
<td>SA_3</td>
<td>[0.80, 0.94]</td>
<td>0.89</td>
<td>[0.86, 1.00]</td>
<td>0.68</td>
<td>[0.92, 1.00]</td>
<td>0.74</td>
<td>[0.70, 0.90]</td>
<td></td>
</tr>
<tr>
<td>SA_4</td>
<td>[0.00, 0.00]</td>
<td>0.23</td>
<td>[0.00, 0.00]</td>
<td>0.26</td>
<td>[0.34, 0.40]</td>
<td>0.00</td>
<td>[0.00, 0.00]</td>
<td></td>
</tr>
<tr>
<td>SA_5</td>
<td>[0.00, 0.00]</td>
<td>0.67</td>
<td>[0.00, 0.00]</td>
<td>0.54</td>
<td>[0.71, 0.92]</td>
<td>0.00</td>
<td>[0.00, 0.00]</td>
<td></td>
</tr>
<tr>
<td>SA_6</td>
<td>[0.18, 0.30]</td>
<td>0.00</td>
<td>[0.00, 0.00]</td>
<td>0.73</td>
<td>[0.41, 0.52]</td>
<td>0.00</td>
<td>[0.85, 1.00]</td>
<td></td>
</tr>
<tr>
<td>SA_7</td>
<td>[0.22, 0.38]</td>
<td>0.00</td>
<td>[0.50, 0.80]</td>
<td>0.75</td>
<td>[0.63, 0.74]</td>
<td>0.64</td>
<td>[0.69, 0.99]</td>
<td></td>
</tr>
</tbody>
</table>

Table 8: The best $f^+$ and worst $f^-$ of each criterion (SAs).

<table>
<thead>
<tr>
<th></th>
<th>PA_1</th>
<th>PA_2</th>
<th>PA_3</th>
<th>PA_4</th>
<th>PA_5</th>
<th>PA_6</th>
<th>PA_7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f^+$</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>$f^-$</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.26</td>
<td>0.34</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Although rough QFD fully consider the vague and subjective evaluation of decision-makers. The fuzzy QFD is affected by the preset membership function. The interval of fuzzy number is fixed, which is determined by the types of membership functions. Moreover, the predetermined of the membership function increases additional subjective information, which can enlarge the vagueness of fuzzy number. It can be clearly seen from Figure 2 that the interval of rough number is more flexible and smaller than that of fuzzy number. For instance, the crisp ratings of the CN are $[4, 6], [8, 10], [6, 8], [6, 8], [6, 8]$ with the fixed interval of 2, respectively. The aggregated group fuzzy interval is $[5.9, 7.9]$. This is not true in the real world, because the fuzzy method does not consider decision-makers’ different knowledge and experience, and thus the fuzzy QFD considers that all the judgements have the same uncertainty (the fixed interval of 2). On the contrary, the rough numbers are $[5.00, 6.88], [6.88, 9.00], [6.44, 7.45], [6.44, 7.45], [6.44, 7.45]$ with the flexible interval, respectively. The aggregated group rough interval is $[6.20, 7.61]$ which is more flexible and smaller than $[5.9, 7.9]$. The differences of the three methods are summarized in Table 13.

5. Conclusions

This paper presents an improved QFD method for PRS design based on the rough set theory and VIKOR. The proposed approach uses rough VIKOR to prioritize design attributes of PRS in the vague and subjective situation. The validation of the proposed method in compressor-related service shows that it is an effective decision support tool for design of PRS. To sum up, the approach reveals the following features.

The proposed QFD method provides a progressive mapping process for PRS design. That is, mapping relationships between CNs and PAs and then mapping relationships between CNs and PAs and then mapping relationships between PAs and PRS.
### Table 9: The $S$, $R$, and $Q$ and the weights of SAs.

<table>
<thead>
<tr>
<th></th>
<th>$S_i$</th>
<th>Rank</th>
<th>$R_i$</th>
<th>Rank</th>
<th>$Q_i$</th>
<th>Rank</th>
<th>Weight</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>SA_1</td>
<td>[1.33, 3.00]</td>
<td>4</td>
<td>[0.60, 0.81]</td>
<td>5</td>
<td>[0.36, 0.64]</td>
<td>4</td>
<td>[0.36, 0.64]</td>
<td>4</td>
</tr>
<tr>
<td>SA_2</td>
<td>[0.77, 1.82]</td>
<td>2</td>
<td>[0.45, 0.72]</td>
<td>2</td>
<td>[0.20, 0.49]</td>
<td>2</td>
<td>[0.51, 0.85]</td>
<td>2</td>
</tr>
<tr>
<td>SA_3</td>
<td>[0.29, 1.13]</td>
<td>1</td>
<td>[0.23, 0.43]</td>
<td>1</td>
<td>[0.00, 0.22]</td>
<td>1</td>
<td>[0.60, 1.00]</td>
<td>1</td>
</tr>
<tr>
<td>SA_4</td>
<td>[2.80, 4.80]</td>
<td>7</td>
<td>[0.73, 1.00]</td>
<td>7</td>
<td>[0.60, 1.00]</td>
<td>7</td>
<td>[0.00, 0.22]</td>
<td>7</td>
</tr>
<tr>
<td>SA_5</td>
<td>[1.95, 3.72]</td>
<td>6</td>
<td>[0.73, 0.96]</td>
<td>6</td>
<td>[0.51, 0.85]</td>
<td>6</td>
<td>[0.20, 0.49]</td>
<td>6</td>
</tr>
<tr>
<td>SA_6</td>
<td>[1.86, 3.44]</td>
<td>5</td>
<td>[0.51, 0.79]</td>
<td>4</td>
<td>[0.36, 0.71]</td>
<td>5</td>
<td>[0.22, 0.58]</td>
<td>5</td>
</tr>
<tr>
<td>SA_7</td>
<td>[0.94, 2.45]</td>
<td>3</td>
<td>[0.45, 0.75]</td>
<td>3</td>
<td>[0.22, 0.58]</td>
<td>3</td>
<td>[0.36, 0.71]</td>
<td>3</td>
</tr>
</tbody>
</table>

### Figure 2: Comparison of the importance of CN, PA, and SA.
between PAs and SAs, which is not presented in previous literature of PRS. PRS designers can systematically make reasonable planning of product and service in the early design of PRS.

RN with flexible boundary is used to manipulate the vagueness and subjectivity in the QFD analysis process to reduce lost information, because it can comprehensively reflect decision-maker’s subjective judgment and preference.

The rough VIKOR provides a structured framework of compromise decision-making in PRS design under vague and subjective environment.

The proposed approach for PRS planning can be implemented without large amount of data and much a priori information (e.g., pre-set membership function).

Table 10: Ranking of CNs with precise, fuzzy, and rough numbers.

<table>
<thead>
<tr>
<th>CN</th>
<th>Precise numbers</th>
<th>Fuzzy numbers</th>
<th>Rough numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ωj</td>
<td>ω1</td>
<td>ωj</td>
</tr>
<tr>
<td>CN6</td>
<td>1.00</td>
<td>1</td>
<td>[0.79, 1.00]</td>
</tr>
<tr>
<td>CN5</td>
<td>0.80</td>
<td>3</td>
<td>[0.61, 0.83]</td>
</tr>
<tr>
<td>CN4</td>
<td>0.75</td>
<td>4</td>
<td>[0.56, 0.78]</td>
</tr>
<tr>
<td>CN3</td>
<td>0.95</td>
<td>2</td>
<td>[0.75, 0.96]</td>
</tr>
<tr>
<td>CN2</td>
<td>0.43</td>
<td>6</td>
<td>[0.28, 0.49]</td>
</tr>
<tr>
<td>CN1</td>
<td>0.67</td>
<td>5</td>
<td>[0.49, 0.70]</td>
</tr>
</tbody>
</table>

Table 11: Ranking of PAs in the conventional, fuzzy, and rough QFD (ν = 0.5).

<table>
<thead>
<tr>
<th>PA</th>
<th>Conventional QFD</th>
<th>Fuzzy QFD</th>
<th>Rough QFD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ωj</td>
<td>ω1</td>
<td>ωj</td>
</tr>
<tr>
<td>PA3</td>
<td>0.92</td>
<td>2</td>
<td>[0.64, 0.95]</td>
</tr>
<tr>
<td>PA4</td>
<td><strong>0.00</strong></td>
<td>7</td>
<td>[0.00, 0.33]</td>
</tr>
<tr>
<td>PA3</td>
<td>0.53</td>
<td>4</td>
<td>[0.35, 0.68]</td>
</tr>
<tr>
<td>PA4</td>
<td>1.00</td>
<td>1</td>
<td>[0.70, 1.00]</td>
</tr>
<tr>
<td>PA3</td>
<td>0.78</td>
<td>3</td>
<td>[0.53, 0.90]</td>
</tr>
<tr>
<td>PA5</td>
<td>0.45</td>
<td>5</td>
<td>[0.32, 0.65]</td>
</tr>
<tr>
<td>PA5</td>
<td>0.21</td>
<td>6</td>
<td>[0.15, 0.52]</td>
</tr>
</tbody>
</table>

Table 12: Ranking of SAs in the conventional, fuzzy, and rough QFD (ν = 0.5).

<table>
<thead>
<tr>
<th>SA</th>
<th>Conventional QFD</th>
<th>Fuzzy QFD</th>
<th>Rough QFD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ωj</td>
<td>ω1</td>
<td>ωj</td>
</tr>
<tr>
<td>SA1</td>
<td>0.64</td>
<td>4</td>
<td>[0.31, 0.82]</td>
</tr>
<tr>
<td>SA2</td>
<td>0.83</td>
<td>2</td>
<td>[0.47, 0.87]</td>
</tr>
<tr>
<td>SA3</td>
<td>1.00</td>
<td>1</td>
<td>[0.53, 1.00]</td>
</tr>
<tr>
<td>SA4</td>
<td><strong>0.00</strong></td>
<td>7</td>
<td>[0.00, 0.40]</td>
</tr>
<tr>
<td>SA5</td>
<td>0.29</td>
<td>6</td>
<td>[0.27, 0.65]</td>
</tr>
<tr>
<td>SA6</td>
<td>0.35</td>
<td>5</td>
<td>[0.25, 0.64]</td>
</tr>
<tr>
<td>SA7</td>
<td>0.61</td>
<td>3</td>
<td>[0.36, 0.78]</td>
</tr>
</tbody>
</table>

Table 13: Main differences between the rough QFD, conventional QFD, and fuzzy QFD.

<table>
<thead>
<tr>
<th>Method</th>
<th>Manipulation of uncertainty</th>
<th>Reliance on much prior information</th>
<th>Flexibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional QFD</td>
<td>No</td>
<td>No</td>
<td>Low</td>
</tr>
<tr>
<td>Fuzzy QFD</td>
<td>Partial</td>
<td>Yes</td>
<td>Low</td>
</tr>
<tr>
<td>Rough QFD</td>
<td>Yes</td>
<td>No</td>
<td>High</td>
</tr>
</tbody>
</table>

Although the rough VIKOR-based QFD has merits in dealing with vagueness and subjectivity, it does not consider different weights of decision-makers in the QFD group. Therefore, to better reflect the actual situation of decision-making in QFD implementation process, it is necessary to develop suitable aggregation operators for judgments aggregation. The aggregation operators’ influence on the rough VIKOR-based QFD would also be explored in future researches. Besides, more testing work is necessitated to gain external validity.
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