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Recently, there is a rise in frequency of fires which pose a serious threat to the safety operation of electric transmission lines. Several ultrahigh voltage (UHV) electric transmission lines, including Fufeng line, Jinsu line, Longzheng line, and Changnan line, showed many times tripping or bipolar latching caused by fire disasters. Fire disasters have tended to be the biggest threat to the safety operation of electric transmission lines and even can cause power grid collapse in some severe situations. Researchers have made much research on fires forecasting. How ever, these studies are mainly concentrated on predicting fires based on measured or forecasting meteorological data and do not take into account the effect of human activities. In fact, fire disasters have a very close relationship with human activities. In our research, a fire prediction model is proposed incorporating meteorological data as well as human activities. And this model is applied in Hunan province and Anhui province, which seriously suffer from fire disasters. The results show that the model has good prediction precision and can be a powerful tool for practical application.

1. Introduction

In recent years, with the implementation of “returning farmland to forest” policy of the Chinese Government and the effect of the conventional custom of using fire, the frequency of fires, which pose a serious threat to the safety operation of electric transmission lines, is on the rise. In the year 2013, several ultrahigh voltage (UHV) transmission lines, including Fufeng line, Jinsu line, Longzheng line, and Changnan line, showed many times tripping or bipolar latching caused by fire disasters. Fire disasters have tended to be the biggest threat to the safety operation of electric transmission lines and even can cause power grid collapse in some severe situations. Therefore, it is urgent to carry out studies on fire disasters to provide technical support to safety operation of electric transmission lines.

Researchers have made much research on fires forecasting. The earliest research can be dated back to the early 20th century. In the year 1975, America developed the first automatic fire forecasting system: Administrative and Forest Fire Information Retrieval and Management System (AFFIRMS). Burgan [1] employed satellite and surface observations to estimate the characteristics of fire disasters [1, 2]. Vega-Garcia et al. [3] used artificial neural networks to predict human-caused wildfire. Also, Wen et al. [4] and Hu et al. [5] predicted fires by artificial neural networks. Fu et al. [6] constructed a fire forecasting model based on the Grey theory. Stojanova et al. [7] applied several data mining techniques (logistic regression, random forest (RF), and decision trees (DT)) to predict fires. Cortez and Morais [8] adopted support vector machine (SVM) for fire forecasting and only four typical meteorological predictors are taken into account in their model.

However, these studies are more concentrated on constructing a fire forecasting model based on measured or forecasting meteorological data or remote sensing data. In
fact, fire disasters have a very close relationship with human activities, especially the conventional custom of using fire during traditional Chinese festivals. Therefore, the human effect should be taken into account in the fire forecasting model. In this paper, we proposed a fire forecasting model based on meteorological data as well as human activities.

The remainder of this paper is organized as follows: Section 2 presents several basic theories referred to in our paper; Section 3 describes the methods employed in model construction and model estimation; Section 4 gives detailed information about the case study; Section 5 demonstrates the results and discussion about the case study; and conclusions are made in Section 6.

2. Basic Theories

2.1. Support Vector Machine (SVM) for Classification. \{X_i, y_i\} is the training sample, where \(i = 1, 2, \ldots, l\), \(X_i\) denotes the input, and \(y_i\) is the corresponding output. The aim of SVM for classification is to find the hyperplane to classify the sample data into two parts (shown in Figure 1).

This hyperplane can be expressed as a function of this form:

\[
y_i = W \cdot X_i + b,
\]

where \(W\) is a hyperplane and \(b\) is the offset.

The SVM for classification will use a penalty function as follows:

\[
\begin{align*}
|y_i - (W \cdot X_i + b)| &\leq \varepsilon, \quad \text{not allocating a penalty}, \\
|y_i - (W \cdot X_i + b)| &> \varepsilon, \quad \text{allocating a penalty}.
\end{align*}
\]

The bound by \(y_i \pm \varepsilon\) is called an \(\varepsilon\)-insensitive tube. And the optimization problem can be expressed as

\[
\min \left[ \frac{1}{2} \|W\|^2 + C \sum_{i=1}^{l} L^\varepsilon (X_i, y_i, f) \right],
\]

where \(L^\varepsilon (X_i, y_i, f)\) is defined as

\[
L^\varepsilon (X_i, y_i, f) = \max \left(0, |f(X_i) - y_i| - \varepsilon\right).
\]

The corresponding dual problem can be derived as

\[
\max \left[ \sum_{i=1}^{l} (\alpha_i^+ - \alpha_i^-) y_i - \varepsilon \sum_{i=1}^{l} (\alpha_i^+ + \alpha_i^-) - \frac{1}{2} \sum_{i,j} (\alpha_i^+ - \alpha_i^-) (\alpha_j^+ - \alpha_j^-) X_i \cdot X_j \right]
\]

Subject to:

\[
\begin{align*}
0 &\leq \alpha_i^+ \leq C, \\
0 &\leq \alpha_i^- \leq C
\end{align*}
\]

\[
\sum_{i=1}^{l} (\alpha_i^+ - \alpha_i^-) = 0
\]

\[
i = 1, 2, \ldots, l.
\]
However, this model is only suitable for a linear problem. And then the kernel function is introduced to circumvent this problem. The kernel function can transform the low dimension space into high dimension space. Then, this model

$$\max \left\{ \frac{1}{2} \sum_{i=1}^{l} (\alpha_i^* - \alpha_i) y_i x_i^* \right\} - \varepsilon \sum_{i=1}^{l} (\alpha_i^* + \alpha_i^-) - \frac{1}{2} \sum_{i,j} (\alpha_i^* - \alpha_i^-) (\alpha_j^* - \alpha_j^-) K (X_i, X_j) \right\}, \quad (7)$$

where $K(X_i, X_j)$ is the Kernel function. Usually, the radial basis kernel $K(X_i, X_j) = \exp(-\|X_i - X_j\|^2/2\sigma^2)$ is adopted, and we also use this kernel function in our paper.

2.2. Differential Evolution (DE) Algorithm. DE algorithm was firstly proposed by Storn and Price in the year 1995 [9, 10], and it is used for global optimization over continuous space. This algorithm is built based on stochastic searching. The philosophy behind this algorithm is very simple and this algorithm can be easily implemented by computer programming. Therefore, it has been widely used for applications since it was proposed [11–15]. The framework of the DE algorithm is described as follows.

The DE algorithm is evolving based on a population which consists of $N_p$ individuals as $x^g_i, i = 1, 2, \ldots, N_p$, where $g$ denotes the current times of generation. If the problem is related to $D$ parameters, then each individual is a $D$-dimension vector, and each dimension is related to the corresponding parameter.

Based on the population, $N_p$ mutant individuals are generated according to

$$v^g_{i+1} = x^g_i + F (x^g_{r_1} - x^g_{r_2}), \quad i = 1, 2, \ldots, N_p, \quad (8)$$

where $x^g_{r_1}, x^g_{r_2}$, and $x^g_{r_3}$ are three different individuals randomly chosen from the population $x^g_i$ and $F$ is the mutation control parameter that controls the generation of the differential vector.

After mutation, the crossover operator is applied to the mutant individuals and population $x^g_i$ as follows:

$$u^g_{i,j} = \begin{cases} v^g_{i,j}, & \text{if } (\text{random}(i) < \text{CR}) \text{ or } (j = \text{random}(1, D)) \\ x^g_{i,j}, & \text{otherwise} \end{cases}, \quad (9)$$

where $u^g_{i,j} = (u^g_{i,1}, u^g_{i,2}, \ldots, u^g_{i,D})$, $i = 1, 2, \ldots, N_p$ are $N_p$ new generated individuals, CR is the crossover parameter, random(0) denotes a float type number chosen between 0 and 1, and random(1, D) denotes an integer type number chosen between 1 and D.

At last, the selection operator is activated. DE algorithm adopts the greedy selection strategy as follows:

$$x^g_{i+1} = \begin{cases} u^g_{i+1}, & \text{if } (u^g_{i+1} \text{ is better than } x^g_i) \\ x^g_i, & \text{otherwise} \end{cases}, \quad (10)$$

2.3. Improved DE Algorithm. It is known that the DE algorithm can easily fall into local optimum and cannot converge to the global optimum. Therefore, the improved DE algorithm, the adaptive differential evolution algorithm combined with chaotic search (CADE), proposed by Lu et al. [16], is adopted for model optimization. And the CADE algorithm is briefly described as follows.

(1) CADE algorithm introduces the adaptive crossover parameter as

$$\text{CR} = \text{CR}_0 \cdot 2^{\exp(1-g_{\text{max}}/(g_{\text{now}}+1))}, \quad (11)$$

where CR0 is the constant crossover parameter; $g_{\text{max}}$ is the maximum number of generations; $g_{\text{now}}$ denotes the current number of generations; CR is the adaptive crossover parameter.

Wu et al. [17] stated that the DE algorithm has strong local search ability with big CR value while the DE algorithm is more concentrated on global searching with small CR value. Thus, the adaptive crossover parameter CR can adaptively control the evolution of the algorithm and set small CR at the beginning and large CR value at the end.

(2) CADE algorithm introduces the chaotic searching operator.

The chaotic searching operator has good performance of global traversals. Thus, it can be employed to improve the algorithm search precision. The chaotic searching operator is described as follows.

Assume the original individual is $X = [x_1, x_2, \ldots, x_D]$. We can get $K$ individuals as follows:

$$X' = [x'_1, x'_2, \ldots, x'_D],$$

$$x'_i = (1 - u_y)x_i + u_y P_j,$$

$$P_j = x^{\min}_j + r_j k (x^\max_j - x^{\min}_j),$$
\[ r_j^{k+1} = \lambda \cdot r_j^k (1 - r_j^k), \]
\[ u_g = \exp \left( -m \cdot \frac{g_{\text{now}}}{g_{\text{max}}} \right) \]
\[ j = 1, 2, \ldots, D, \quad k = 1, 2, \ldots, K, \quad r_j \in [0, 1], \]

where \( \lambda \) is the chaotic parameter and is set to be 4; \( X' \) is the generated individual; \( m \) is the scale factor.

This operator has two parameters: the amount of chaotic searching \( K \) and the scale factor \( m \). For more details, readers can refer to Lu et al. [16].

### 3. Methods

3.1. Human Index. It is known that fires are always associated with human activities. Therefore, to precisely predict fires, the human factor should be paid more attention. Based on the analysis of fires data and practical experience of fire prevention of electric power transmission lines, we found that the fires are usually happening near the Chinese festivals and farming activities, including Ching Ming Festival, Chinese New Year, Ghost Festival, spring planting, and autumn harvest, due to the ancestor worship customs in these Chinese festivals and grass burning of farming activities. At the same time, the outbreak of fires has a prerequisite; that is, no rain exists during these Chinese festivals and farming activities. In this paper, a human index is proposed for fires forecasting as follows:

\[ HI = \alpha \cdot e^{-p}, \]

where \( HI \) is the proposed human index; \( p \) is the precipitation value; \( \alpha \) is the coefficient related to human activities and is assigned as follows:

\[ \alpha = \begin{cases} 1, & \text{Ching Ming Festival or Chinese New Year} \\ 0.7, & \text{Ghost Festival} \\ 0.4, & \text{autumn harvest} \\ 0.3, & \text{spring planting} \\ 0.1, & \text{otherdays}. \end{cases} \]

3.2. Evaluation Index. The evaluation index is used to estimate the precision of fire forecasting. As the fires disposition measures are chosen based on the number of fires, the fire forecasting model is constructed to predict the number of daily fires. In this paper, the severity of fires is classified into 4 levels (level 1: 0–50 fires; level 2: 51–150 fires; level 3: 151–250 fires; level 4: more than 251 fires). The accuracy rate is always adopted to estimate the precision of the fire forecasting model. However, the 4 levels do not have equal importance. It is obvious that more attention should be paid to level 4. Therefore, a weighted accuracy rate index is raised as follows:

\[ R_w = \lambda_1 \cdot R_1 + \lambda_2 \cdot R_2 + \lambda_3 \cdot R_3 + \lambda_4 \cdot R_4, \]

where \( R_w \) is the weighted accuracy rate index; \( R_i \) is the accuracy rate of level \( i \); \( \lambda_i \) is the weight coefficient for level \( i \); it has to be noted that the bigger weight coefficient should be assigned to higher level.

3.3. Optimization of SVM Model. The calibration of fire forecasting model has a huge influence on the precision of fire prediction. In this paper, the global optimization algorithm CADE is employed for model calibration. Otherwise, before model calibration, we have to determine the optimal model structure. In this paper, this means choosing optimal predictors. There are many ways of determining the optimal model structure. The trial-and-error method is the most popular method. However, this method is time-consuming and needs a large amount of computation. The method proposed by Guo et al. [18] is adopted to improve the efficiency. This method can optimize the parameters of SVM model and choose optimal predictors simultaneously. For convenience, we name this method Guo’s method, and Guo’s method is briefly described as follows:

1. Select potential predictors. Several potential predictors are chosen based on data analysis or experiences.
2. Encode potential predictors. Each potential predictor is assigned a float number in the range \([0, 1]\) and is named predictor parameter. When the predictor parameter is larger than 0.5, this means that the predictor associated with the predictor parameter has a positive contribution to model prediction; otherwise, this will mean that this predictor has a negative effect on model prediction.
3. Combine the parameters of SVM model and encode predictors. It is known that the SVM model usually contains three parameters: penalty coefficient \( C \), slack coefficient \( \epsilon \), and kernel function parameter \( \sigma \). Each potential predictor can be treated as a parameter. If there are \( n \) potential predictors, then the total number of parameters of SVM model will be \( n + 3 \).
4. Optimize the parameters of SVM model. With this definition, we can optimize the parameters of SVM model and choose optimal predictors simultaneously.

4. Case Study

4.1. Descriptions of the Study Area. To test the accuracy of the fire forecasting model, two provinces of China, that is, Hunan province and Anhui province, are chosen as the study areas in our research. These two provinces suffered the heaviest fire disasters in China. The fire data of these two provinces is available from 1 January 2001 to 31 December 2012 and is shown in Figures 2 and 3. The features of fire disasters in these provinces are summarized in Table 1. It can be noted that (1) Anhui province has the largest number of fires; (2) fire disasters tend to be more and more serious; (3) fire disasters are concentrated at some specific point of time.

4.2. Parameter Sets of Optimization Algorithm. The parameter sets of CADE algorithm are as follows: the size of the
population is set to 100; the constant crossover parameter \( CR_0 \) is set to 0.3; the scale factor \( m \) of the local chaos searching operator is set to 8; the maximum number of generations is set to 1000; and the maximum iteration number of the local chaos searching \( K \) is set to 150. The parameters of the weighted accuracy rate index are set as follows: \( \lambda_1 = 1 \), \( \lambda_2 = 2 \), \( \lambda_3 = 4 \), and \( \lambda_4 = 8 \). The optimization range of the parameter penalty coefficient \( C \) is set to \([0.001, 200]\), the optimization range of the parameter kernel function parameter \( \sigma \) is set to \([0, 5]\), and the optimization range of the parameter slack coefficient \( \varepsilon \) is set to \([0, 0.5]\).

### 4.3 Comparative Framework

First, the fire forecasting model is constructed based on the method described in Section 3.3. Moreover, to reveal the effect of the predictors on fire forecasting, the forecasting model with different combinations of predictors is comparatively analyzed. It can be noted from Figures 2 and 3 that the fire disasters of the later 6 years are obviously more serious than those of the previous 6 years. Therefore, to ensure the training data set contains all of the extreme events of fire disasters, the later 6 years’ data is selected as the training data, while the other is treated as the validation data.

### 5. Results and Discussion

It is known that the model optimization algorithm is evolving based on random searching mechanism. To reduce the effect of the random factors in this algorithm, the algorithm runs 10 times independently in each trial.

First of all, we select several potential predictors associated with fire disasters. These potential predictors are chosen based on our practical experiences and mainly include daily minimum air temperature, daily maximum air temperature, daily mean air temperature, daily precipitation, daily minimum relative air humidity, and daily mean relative air humidity.

Then, several typical forecasting models are constructed as follows: (1) the predictors are daily maximum air temperature and daily precipitation; (2) the predictors are daily maximum air temperature, daily precipitation, and daily minimum relative air humidity; (3) the predictors are daily mean air temperature, daily precipitation, and daily mean relative air humidity; (4) the predictors contain all of the listed potential predictors; (5) the predictors of the model are optimized by the CADE algorithm.
Table 2: The results of typical models without the human index in Hunan province.

<table>
<thead>
<tr>
<th>Index</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Traditional accuracy rate</td>
<td>0.9658</td>
<td>0.9676</td>
<td>0.9662</td>
<td>0.9804</td>
</tr>
<tr>
<td></td>
<td>Weighted accuracy rate</td>
<td>0.9658</td>
<td>0.9767</td>
<td>0.9694</td>
<td>1.0356</td>
</tr>
<tr>
<td></td>
<td>Traditional accuracy rate of fire level 1</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>0.9995</td>
</tr>
<tr>
<td></td>
<td>Traditional accuracy rate of fire level 2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.2826</td>
</tr>
<tr>
<td></td>
<td>Traditional accuracy rate of fire level 3</td>
<td>0</td>
<td>0.1333</td>
<td>0</td>
<td>0.5333</td>
</tr>
<tr>
<td></td>
<td>Traditional accuracy rate of fire level 4</td>
<td>0</td>
<td>0.1428</td>
<td>0.0714</td>
<td>0.8571</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Traditional accuracy rate</td>
<td>0.9795</td>
<td>0.9799</td>
<td>0.9795</td>
<td>0.9795</td>
</tr>
<tr>
<td></td>
<td>Weighted accuracy rate</td>
<td>0.9795</td>
<td>0.9813</td>
<td>0.9795</td>
<td>0.9840</td>
</tr>
<tr>
<td></td>
<td>Traditional accuracy rate of fire level 1</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>0.9981</td>
</tr>
<tr>
<td></td>
<td>Traditional accuracy rate of fire level 2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0909</td>
</tr>
<tr>
<td></td>
<td>Traditional accuracy rate of fire level 3</td>
<td>0</td>
<td>0.1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Traditional accuracy rate of fire level 4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 3: The results of typical models without the human index in Anhui province.

<table>
<thead>
<tr>
<th>Index</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Traditional accuracy rate</td>
<td>0.9539</td>
<td>0.9557</td>
<td>0.9544</td>
<td>0.9594</td>
</tr>
<tr>
<td></td>
<td>Weighted accuracy rate</td>
<td>0.9539</td>
<td>0.9658</td>
<td>0.9576</td>
<td>0.9891</td>
</tr>
<tr>
<td></td>
<td>Traditional accuracy rate of fire level 1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.9995</td>
</tr>
<tr>
<td></td>
<td>Traditional accuracy rate of fire level 2</td>
<td>0</td>
<td>0.0167</td>
<td>0</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>Traditional accuracy rate of fire level 3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.1429</td>
</tr>
<tr>
<td></td>
<td>Traditional accuracy rate of fire level 4</td>
<td>0</td>
<td>0.1111</td>
<td>0.0370</td>
<td>0.2963</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Traditional accuracy rate</td>
<td>0.9836</td>
<td>0.9831</td>
<td>0.9836</td>
<td>0.9781</td>
</tr>
<tr>
<td></td>
<td>Weighted accuracy rate</td>
<td>0.9836</td>
<td>0.9895</td>
<td>0.9836</td>
<td>0.9813</td>
</tr>
<tr>
<td></td>
<td>Traditional accuracy rate of fire level 1</td>
<td>1</td>
<td>0.9986</td>
<td>1</td>
<td>0.9940</td>
</tr>
<tr>
<td></td>
<td>Traditional accuracy rate of fire level 2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Traditional accuracy rate of fire level 3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Traditional accuracy rate of fire level 4</td>
<td>0</td>
<td>0.25</td>
<td>0</td>
<td>0.125</td>
</tr>
</tbody>
</table>

For convenience, we call these models model 1, model 2, model 3, model 4, and model 5, respectively. The results of the above 5 models are summarized in Tables 2 and 3. Similar to [19], Figure 4 shows the results of each trial related to models without the human index. From the results, the following can be noted:

(1) Model 2 has better performance than model 1. This indicates that air humidity has positive contribution to fire forecasting.

(2) Model 3 is worse than Model 2. Besides, model 3 has lower forecasting precision than model 2 on fire level 3 and level 4. This indicates that the mean air temperature and mean relative air humidity may not be representative compared to maximum air temperature and minimum relative air humidity.

(3) Model 4 and model 5 get the same results, and they have the best performance among these 5 models. For model 5, the calibration results of the predictor parameters are all larger than 0.5. This means that these 6 potential predictors are all necessary for fire forecasting. Also, we can confirm this as model 5 and model 4 get the best performance.

(4) For model 4 and model 5, the training term has better performance than test term. This may be due to the overlearning of SVM model.

(5) Although model 4 and model 5 have the best overall performance, they still show poor forecasting precision for high fire levels (they only precisely forecast 50% of fire level 4 for Hunan province, 12.5% of fire level 4 for Anhui province, and no fire level 3).

Thereafter, to estimate the effect of the human index on the performance of fire forecasting, the human index is added to all of the above 5 models. And these new 5 models are called model 1 with human index, model 2 with human index, model 3 with human index, model 4 with human index, and model 5 with human index, respectively. The results of these new 5 models are given in Tables 4 and 5. Similar to [19], Figure 5 shows the results of each trial related to models with the human index. From Tables 4 and 5, the following can be noted:
Table 4: The results of typical models with the human index in Hunan province.

<table>
<thead>
<tr>
<th>Index</th>
<th>Model 1 with human index</th>
<th>Model 2 with human index</th>
<th>Model 3 with human index</th>
<th>Model 4 with human index</th>
<th>Model 5 with human index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Traditional accuracy rate</td>
<td>0.9795</td>
<td>0.9817</td>
<td>0.9822</td>
<td>0.9858</td>
<td>0.9849</td>
</tr>
<tr>
<td>Weighted accuracy rate</td>
<td>1.0406</td>
<td>1.0452</td>
<td>1.0488</td>
<td>1.0579</td>
<td>1.0561</td>
</tr>
<tr>
<td>Traditional accuracy rate of fire level 1</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Traditional accuracy rate of fire level 2</td>
<td>0.1304</td>
<td>0.1956</td>
<td>0.1956</td>
<td>0.3261</td>
<td>0.2826</td>
</tr>
<tr>
<td>Traditional accuracy rate of fire level 3</td>
<td>0.6667</td>
<td>0.8667</td>
<td>0.8667</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Traditional accuracy rate of fire level 4</td>
<td>1.0</td>
<td>0.9286</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Test</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Traditional accuracy rate</td>
<td>0.9836</td>
<td>0.9836</td>
<td>0.9845</td>
<td>0.9849</td>
<td>0.9836</td>
</tr>
<tr>
<td>Weighted accuracy rate</td>
<td>0.9986</td>
<td>0.9986</td>
<td>1.0014</td>
<td>1.0023</td>
<td>1.0005</td>
</tr>
<tr>
<td>Traditional accuracy rate of fire level 1</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>0.9991</td>
</tr>
<tr>
<td>Traditional accuracy rate of fire level 2</td>
<td>0.0303</td>
<td>0.0303</td>
<td>0.0606</td>
<td>0.0909</td>
<td>0.0606</td>
</tr>
<tr>
<td>Traditional accuracy rate of fire level 3</td>
<td>0.6</td>
<td>0.6</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>Traditional accuracy rate of fire level 4</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Figure 4: The results of each trial for models without the human index (the 10 trials are indicated by dashed lines, and the average performance is indicated by a solid line).
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Figure 5: The results of each trial for models with the human index (the 10 trials are indicated by dashed lines, and the average performance is indicated by a solid line).

Table 5: The results of typical models with the human index in Anhui province.

<table>
<thead>
<tr>
<th>Index</th>
<th>Model 1 with human index</th>
<th>Model 2 with human index</th>
<th>Model 3 with human index</th>
<th>Model 4 with human index</th>
<th>Model 5 with human index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traditional accuracy rate</td>
<td>0.9735</td>
<td>0.9758</td>
<td>0.9749</td>
<td>0.9790</td>
<td>0.9790</td>
</tr>
<tr>
<td>Weighted accuracy rate</td>
<td>1.0625</td>
<td>1.0707</td>
<td>1.0652</td>
<td>1.0853</td>
<td>1.0853</td>
</tr>
<tr>
<td>Traditional accuracy rate of fire level 1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Traditional accuracy rate of fire level 2</td>
<td>0.2167</td>
<td>0.2667</td>
<td>0.2667</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>Traditional accuracy rate of fire level 3</td>
<td>0.5</td>
<td>0.5714</td>
<td>0.5</td>
<td>0.7857</td>
<td>0.7857</td>
</tr>
<tr>
<td>Traditional accuracy rate of fire level 4</td>
<td>0.8518</td>
<td>0.8889</td>
<td>0.8518</td>
<td>0.9630</td>
<td>0.9630</td>
</tr>
<tr>
<td>Traditional accuracy rate</td>
<td>0.9890</td>
<td>0.9890</td>
<td>0.9886</td>
<td>0.9895</td>
<td>0.9895</td>
</tr>
<tr>
<td>Weighted accuracy rate</td>
<td>1.0146</td>
<td>1.0155</td>
<td>1.0146</td>
<td>1.0178</td>
<td>1.0178</td>
</tr>
<tr>
<td>Traditional accuracy rate of fire level 1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Traditional accuracy rate of fire level 2</td>
<td>0.1667</td>
<td>0.125</td>
<td>0.0833</td>
<td>0.1667</td>
<td>0.1667</td>
</tr>
<tr>
<td>Traditional accuracy rate of fire level 3</td>
<td>0.25</td>
<td>0.5</td>
<td>0.5</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>Traditional accuracy rate of fire level 4</td>
<td>0.875</td>
<td>0.875</td>
<td>0.875</td>
<td>0.875</td>
<td>0.875</td>
</tr>
</tbody>
</table>
(1) The performance shown in Tables 4 and 5 is superior to that in Tables 2 and 3. With the inclusion of the human index, the fire forecasting precision has been significantly improved; the precision of high fire level especially (fire level 3 and fire level 4) is much enhanced.

(2) Similar to the results in Tables 2 and 3, model 2 with human index is superior to model 1 with human index. This is because the relative air humidity is necessary for fire forecasting.

(3) Different from the results in Table 2, model 3 with human index is slightly better than model 2 with human index for Hunan province. The reason may be that the fire forecasting model relies on more information about the daily mean meteorological condition with the inclusion of the human index. For Anhui province, model 2 with human index is better than model 3 with human index. This is consistent with Table 3. This may indicate that the potential predictors make different contribution for different provinces.

(4) For Hunan province, the calibration results of the predictor parameters of model 5 with human index show that the predictor “precipitation” should be excluded in the model inputs. For model 5 with human index, as the human index is formed by precipitation and human activities, thus the predictor “precipitation” is treated as to have duplicated information with the human index during the calibration of the predictor parameters.

(5) For Hunan province, the performance of model 5 with human index is slightly worse than of model 4 with human index. As the calibration results of model 4 can be treated as a special situation of model 5, this may indicate that the model calibration algorithm may be easily falling into local optimum. Developing a more efficient calibration algorithm is the next task we plan to do in the near future. This also demonstrates that all of the predictors, especially the human index, are necessary for fire forecasting. However, for Anhui province, model 5 has the same results as model 4. This may be because the algorithm does not fall into local optimum for calibration of this model.

6. Conclusions

In our research, a fire prediction model is proposed incorporating meteorological data as well as human activities. And this model is applied in Hunan province and Anhui province, which seriously suffer from fire disasters. The results show that the model has good prediction precision and can be a powerful tool for practical application. However, the model calibration is also a very important part for fire forecasting. And developing an efficient and global optimization algorithm is the next work we plan to do in the near future.
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