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Abstract

Block assembly consumes the majority of processing time and resources in shipbuilding, and the block spatial scheduling (BSS) related to block assembly has been widely studied as the key to improve shipbuilding efficiency. BSS is a complicated NP-hard problem that aims to minimize the makespan. Since each block has specific building time and space constraints, the BSS problem can be hardly found with an acceptable solution by using constant scheduling rules. Thus, in this study, we considered the BSS problem as a time-constrained 3D bin packing mathematical model and proposed an allocation algorithm, best contact algorithm (BCA), that is more suitable for dynamic processes. Then, for global optimization of the BSS problem, we regarded the starting time of each block as a variable and used the genetic algorithm (GA) to operate and optimize the block assembly sequence. Finally, we tested the BCA + GA scheduling system with real data from a shipyard and thereby determined the block scheduling status and the daily utilization rate of the work plate. Comparison shows that the proposed algorithm is able to get shorter makespan and better block scheduling effect; it realized the optimization of the block spatial scheduling dynamically.

1. Introduction

Shipbuilding is a traditional mechanical manufacturing process that requires enough building space and resources due to its large and complex components. In the construction process, the components are built and transported as a basic element, called block. It is an intermediate product of dispatch and process in modern shipbuilding. Shipbuilding generally involves six stages: steel material processing, block assembly, outfitting, hull erection, commissioning, and trial trip. Among them, block assembly consumes the maximum building time and thus is considered as a bottleneck in improving production efficiency and reducing the makespan in the shipyard. Therefore, this study is focused on reasonable block scheduling in the assembly process.

Block-based shipbuilding is very complicated and requires the joint action of diverse resources, such as space, manpower, equipment, overhang cranes, and flat transporters. One of the most basic and fundamental resources is the work plate, where the block is made and assembled sequentially. The block spatial scheduling (BSS) is a dynamic assignment that allocates blocks to suitable positions in the work plate at the right time. Meanwhile, all the constraints are satisfied. The selection of the processing position and time of any block would affect the subsequent block scheduling. The BSS problem as an NP-hard problem can be hardly found to be an accurate optimum solution. In practice, BSS is still designed empirically in many shipyards. An efficient automatic algorithm of BSS is imperative for productivity improvement.

Work plate is the most significant resource in the whole process of shipbuilding, and an efficient management system is critical for solving the block spatial scheduling problem. Therefore, scholars and designers have presented many algorithms. For instance, Lee et al. [1] proposed a block dynamic spatial layout algorithm based on a three-dimensional (3D) packing model and indicated that BSS should also consider the dynamic spatial layout of blocks, in addition to the traditional scheduling constraints like resource capacity and due date. The 3D packing model of BSS was constructed by adding a time axis to a two-dimensional (2D) allocation model developed by Lozano [2]. Park et al. [3] proposed
an efficient heuristic search procedure for spatial allocation by partial enumeration and decomposition. By extending the above algorithm [1], Koh et al. [4] decomposed the BSS solving process into an assembly sequencing phase and a spatial layout phase. Shin et al. [5] and Ryu et al. [6] conducted many works on the two phases to solve the BSS problem in Daewoo Shipbuilding Company. Shin et al. [5] defined a block allocation policy to determine the allocation sequence on the basis of a bottom-left-fill (BLF) heuristic method and presented a heuristic arrangement algorithm for automatic block arrangement. Ryu et al. [6] established a scheduling system based on an object-oriented methodology to support spatial planning and scheduling in block assembly shops and the workload balance of workshops. To obtain the optimal solution of the BSS problem, Zheng et al. [7] sequenced the blocks following the rule of earliest starting time + latest processing time (EST + LPT) and proposed a heuristic algorithm for dynamic spatial layout. Their experimental results show better performance. Zhuo et al. [8] proposed a hybrid model that contained 11 scheduling rules and the bottom-left- (BL-) based method of block allocation. Kwon and Lee [9] extended the two-phase approach to solve the BSS problem and developed a two-stage heuristic algorithm using dispatch priority rules and a diagonal fill spatial allocation method.

Spatial scheduling in shipbuilding is a complicated and comprehensive practical problem with many key points to be studied. To solve the spatial allocation problem, Lee [10] presented an efficient search method to locate rectangular and arbitrary-shaped objects within a 2D rectangular space. Koh et al. [11] proposed a Largest Contact Area (LCA) policy to select a suitable location for blocks and found that the block assembly scheduling system based on this policy was improved. Zhang and Chen [12] proposed an agglomeration algorithm (AA) which used 3D classification to cluster blocks linked closely in time and space into virtual blocks. Tao et al. [13] studied a combinatorial optimization problem of spatial scheduling and workforce assignment in shipbuilding. Park et al. [14] described HYPOS project and applied it successfully at a block paint shop in a shipbuilding company.

To date, many methods and algorithms have been proposed to solve the BSS problem from different perspectives, but the real efficiency of block spatial scheduling is still low. Thus, here we propose a BCA, which has better use effect in dynamic block placement. However, since block spatial scheduling is an NP-hard problem, the scheduling of fixed building sequence rules does not play the role of optimization actually. Thus, GA was used to find out the optimal block building sequence under the condition of satisfying its time and space constraints.

The remainder of this paper is organized as follows. Section 2 describes the BSS problem and the key resource constraints of block processing and presents a mathematical model based on the above investigation. Section 3 introduces two optimization algorithms for BSS: best contact algorithm (BCA) and genetic algorithm (GA). To verify the performance of these algorithms, we establish a spatial scheduling system and conduct some experiments using real data from a shipyard. Section 4 shows the operational results compared with traditional algorithms. Section 5 lists the summaries and conclusions.

2. Problem Description

2.1. Block Spatial Scheduling. With blocks as the shipbuilding units, each block is assigned with a separate processing technology and time attribute depending on the manufacturing requirements and delivery date. The given time attributes, including earliest starting time (EST), due date (DD), and processing time (PT), should be taken into account. EST is determined by the material delivery date and building priority, and DD can be derived through the hull erection schedule, while PT is a prevalue assigned by personnel experience and empirical data. Another important parameter is the latest starting time (LST), which can be calculated by DD minus PT. These parameters made by the design institute reflect the processing time and between-block relationship as procedure constraints. In addition, the geometric shape of blocks is regarded as rectangles since most of the blocks are rectangles and the remaining part can be expressed easily. During the assembly, no block overlaps physically with others or overhangs the boundary of the work plate.

The blocks are moved sequentially and continuously into the work plate for processing and assembly and then are moved out. The process is repeated until all blocks are processed. Moreover, the blocks, once they enter the field, cannot be moved from their location until the end of the process. And the placement of blocks can only be orthogonal to the work plate. An example of BSS is shown in Figure 1. Two blocks are separated by shape attributes called block 1 and block 2. They should be processed in a rectangular work plate which contains some preexisting blocks. Three scheduling schemes are compared as indicated. In plans 1 and 2, only one block can be allocated in the work plate in two days, while, in plan 3, because of the appropriate placement of block 2 on day 1, both blocks 1 and 2 can be arranged into the work plate on day 2. Obviously, plan 3 improves the space utilization significantly and shortens the makespan by optimizing assembly sequence and block placement. This is exactly the effect that the spatial scheduling aims to achieve.

A 3D packing model with time constraint is widely used to solve the spatial scheduling problem, since it can vividly describe the dynamic allocation of blocks. As shown in Figure 2, a 2D planar space is built to represent the physical dimensions of blocks and the work plate, while the z-axis is introduced to reflect time. In particular, the starting time of a block is its height at the z-axis and is constrained between EST and LST. The PT of a block is its own height in the space. In this model, the BSS problem is treated so as to determine the position (x, y, z) of each block, aiming to minimize the overall placement height.

2.2. Spatial Scheduling Model. The description above and Figure 2 show that, to solve the BSS problem, we have to find out the best (x, y, z) for all blocks. Specifically, (x, y) is the processing position of a block in the work plate, while z is its starting time that satisfies the time requirement. Since z should be limited within EST and LST, we describe
by introducing a variable $ DT $. The $ DT $ is defined as the delayed time of a block after reaching the EST, or, namely, the difference from the starting time to the EST. The concrete mathematical model is built as follows:

Objective: \[
\min \left\{ \max \left( z_i + pt_i \right) \right\}
\]  

Subject to: 

\[
x_{a_i \in V_{tq}} + l_i \times (1 - r_i) + w_i \times r_i
\]

\[
\leq L \times (1 - lt_{ji}) + x_{a_j \in V_{tq}} \times lt_{ij}
\]

\[
y_{a_i \in V_{tq}} + w_i \times (1 - r_i) + l_i \times r_i
\]

\[
\leq W \times (1 - bk_{ij}) + y_{a_j \in V_{tq}} \times bk_{ij}
\]

\[
dt_i = dd_i - est_i - pt_i
\]

\[
z_i = est_i + dt_i, \; dt_i \in [0, dt_i]
\]

\[
z_i + pt_i < z_j \; \text{if} \; dd_i < est_j, \; i \neq j.
\]

Notation

Indices

\( i, j \): block sequence number, \( i, j = 1, 2, \ldots, n \).

\( t \): time.
V_n: the set of blocks that are newly added to the work plate at time \( t \).
V_f: the set of blocks that are processed within the work plate at time \( t \) and need to be processed continuously after time \( t \).

**Parameters**

- \( l_i \): length of block \( a_i \).
- \( w_i \): width of block \( a_i \).
- \( L \): length of work plate.
- \( W \): width of work plate.
- \( \text{est}_i \): earliest starting time of block \( a_i \).
- \( \text{dd}_i \): due date of block \( a_i \).
- \( \text{pt}_i \): processing time of block \( a_i \).
- \( \text{dtr}_i \): range of allowable delayed time of block \( a_i \).

**Variables**

\[(x_{a_i}, y_{a_i}) \]: the bottom-left coordinates of \( a_i \).
\( z_i \): starting processing time of block \( a_i \).
\( d_{t_i} \): delayed starting time of block \( a_i \).
\( r_i \): rotation of block \( a_i \). If the longer side of \( a_i \) is parallel to the longer side of the work place, \( r_i = 0 \). Otherwise, the block is rotated at an angle of 90° and \( r_i = 1 \):

\[
l_{t_{ij}} = \begin{cases} 1, & \text{if block } a_i \text{ is on the left of block } a_j \\ 0, & \text{Otherwise} \end{cases} \quad (6)
\]

\[
b_{k_{ij}} = \begin{cases} 1, & \text{if block } a_i \text{ is on the back of block } a_j \\ 0, & \text{Otherwise} \end{cases}
\]

The optimization objective in BSS is to minimize the makespan as shown in (1). Equation (2) guarantees that the newly allocated block does not overlap with preexisting blocks or with the boundary while considering the rotation. Equation (3) defines the range of allowable delayed time. In (4), the starting time of each block is replaced by its earliest starting time and the delayed starting time. Specifically, due to the time attributes of each block, the selection of its delayed time could be limited to a range as described by (3). As the assembly relationship between blocks, the sequence of block processing is expressed in (5): if the earliest starting time of \( a_i \) is later than the due date of \( a_i \), the starting processing time of block \( a_i \) must be later than the completion of block \( a_i \).

In this mathematical model, the input and output of the spatial schedule are given as follows:

\[
\text{Input} = \{a_i, l_i, w_i, \text{pt}_i, \text{est}_i, \text{dtr}_i\}
\]

\[
\text{Output} = \{a_i, x_i, y_i, r_i, z_i\}. \quad (7)
\]

**3. Spatial Scheduling Algorithm and System**

The block spatial scheduling is a dynamic process, so the selection of processing position and starting time of any block would affect the whole scheduling. Just like a 3D packing problem, the optimal block placement way at any time point would not necessarily mean the final overall placement effect is the optimal. Thus, the optimal solution of the BSS problem could be found only from the global perspective. Starting from the two phases of spatial block allocation and assembly sequence, we propose a 2D spatial allocation method, BCA, that is suitable for dynamic scheduling and thereby use GA to optimize the assembly sequence.

**3.1. Spatial Allocation.** The spatial allocation aimed to place the blocks into a work plate which already had blocks, so as to improve the space utilization rate. Heuristic allocation methods have already been studied. Baker et al. [15] proposed the bottom-left (BL) allocation method which places bins sequentially in a bottom-leftmost position. Chazele [16] developed the bottom-left-fill (BLF) method based on BL method. This method can find a location for each bin by searching the feasible lowest bottom-left placement point. Hopper and Turton [17] demonstrated that the BLF method is better than BL method and is widely used in packing problem along with various algorithms. Kwon and Lee [9] proposed a diagonal fill method pointing at dynamic placement of blocks in the work plate. It considers both the bottom-left and top-right points of placed blocks instead of bottom-left points only. A comparison of these three placement methods is shown in Figure 3.

Moreover, research on spatial allocation as a pure 2D bin packing problem has brought about some achievements. Huang et al. [18] proposed a deterministic heuristic algorithm that evaluates all available allocation places and selects the best scheme for a newly allocated bin. By extending this idea, He et al. [19, 20] developed BFA and LIF algorithms to solve different 2D packing problems and achieved good results. Thus, by using the idea of evaluating and selecting the possible block placement positions, we proposed BCA that was more suitable for BSS problems.

When a block is to be placed into a working platform, BCA computes the contact degree of all suitable positions in the space and selects the position with the best contact degree for block placement. The contact degree is defined as the position relationship between the newly allocated and the preexisting blocks (the work plate was considered as a special existing block), as shown in (8). In this evaluation degree, \( n_k \) and \( p_k \) imply the contact compactness between blocks, of which a larger value means higher \( d_{ik} \). \( x \) and \( y \) are defined as the smaller the better. In the comparison and choice of \( d_{ik} \), the priority of parameters is \( n_k > p_k > x_k > y_k \).

\[
d_{ik} = (n_k, p_k, x_k, y_k) \quad (8)
\]

**Notation**

- \( k \): an available placement position of \( a_i \).
- \( W_i \): set of all available placement positions of \( a_i \) at time \( t \).
3.2. Assembly Sequencing. Different priority rules such as EST and EST + LPT and the urgency of blocks have been used to study block assembly sequencing. However, BSS is a dynamic NP-hard problem, so the use of a fixed sequencing rule will inevitably reduce the scheduling efficiency. Thus, we selected the starting time as a variable and used GA to globally operate and optimize the assembly sequence. Thereby, the spatial scheduling system is established.

3.2.1. Encoding Scheme. Assembly sequence can be figured out by determining the starting process time \( z_i \) of each block. As shown in (4), \( z_i \) is composed of the earliest starting time \( \text{est}_i \), which is a constant with the block’s attributes, and delayed starting time \( \text{dt}_i \), which ranges from 0 to \( \text{dtr}_i \). Therefore, we treated \( \text{dt}_i \) with GA, so as to find out the optimal assembly sequence. A chromosome with the time information of blocks is obtained as follows:

\[
C = \{ \text{dt}_1, \text{est}_1, \text{dtr}_1; \text{dt}_2, \text{est}_2, \text{dtr}_2; \ldots; \text{dt}_i, \text{est}_i, \text{dtr}_i; \ldots \}.
\] (9)

Subsequently, the corresponding assembly sequence is calculated as follows:

\[
S = \{ \ldots, a_1, a_2, \ldots, a_j, \ldots \} \quad \text{z}_i < z_j.
\] (10)

Also, the blocks are arranged from large to small sizes if the starting time points of the blocks are the same in the sequencing process.
3.2.2. Initial Solution. To quickly get a good solution, especially to the problem needing huge computation, we often set the initial solution in GA as the relatively optimal one. Hence, the initial solution is established by the EST rule (the assembly sequence of blocks is built according to the earliest starting time from early to late) in this algorithm, which is widely used in assembly sequencing. The process is given as follows:

\[ S_{\text{ini}} = \{ \ldots, a_{\text{est}_i}, \ldots, a_{\text{est}_j}, \ldots \} \quad \text{est}_i < \text{est}_j. \quad (11) \]

The initial solution \( S_{\text{ini}} \) means an assembly sequence is constructed such that the EST of a block is its starting time. Its expression in chromosomes is \( d_{t_i} = 0 \). Thus, the initial population is designed as follows:

\[ C_{\text{ini}} = \{ 0, \text{est}_i, d_{t_i}; 0, \text{est}_j, d_{t_i}; \ldots; 0, \text{est}_i, d_{t_j}; \ldots \}. \quad (12) \]

3.2.3. Offspring Generation. This algorithm adopts iterative computation from \( d_{t_i} \) of each population and applies the crossover and mutation operators to produce offspring. These operations are illustrated in Figure 6.

The crossover operator, which applies to pairs of chromosomes as shown in Figure 6(a), stochastically selects two parents and exchanges a part of genes in the same position. The mutation operator, which applies to single individuals as shown in Figure 6(b), selects a gene \( d_{t_i} \) by probability and replaces it by any integer from \( d_{t_i} \). Here, multipoint crossover and mutation are used in offspring generation owing to the relatively long gene sequences of the blocks.

3.2.4. Selection. During iteration, the makespan of an assembly sequence is considered as the fitness corresponding to the chromosome. It can resolve the dynamic block spatial allocation. Here, a selection method is presented to obtain the chromosome with the best fitness. Firstly, the middle offspring is generated from the parent by using the crossover and mutation operators. Then, a new population is constructed from the parent and the middle offspring as follows:
GA is actually a searching method based on iteration and selection. Figure 7 shows a spatial scheduling system established by the dynamic spatial allocation algorithm and GA. The chromosome and fitness in this system represent the assembly sequence and makespan, respectively, which are constantly generated and selected. When an assembly sequence with the best fitness is solved, a related schedule of block processing can be outputted. Noticeably, the block assembly sequence modestly reflects the building relationship among blocks. Thus, the processing sequence, once determined, should not be changed during the placement. In other words, when a candidate block cannot be placed into the work plate, we run “day++” until the work plate could accommodate this block.

4. Experiment and Implementation

To benchmark the performances of BCA and the established system, we performed and compared experiments with representative BLF and EST that are widely used in the existing spatial scheduling systems. All computations and experiments were carried out on a workstation with an Inter(R) Xeon(R) CPU E5-2650 v3 and 64 GB memory using Matlab 2015a. The performance indicators were determined by averaging the data in ten tests.

Test data were collected from a large shipbuilding company in Shanghai, China, including 157 continuously processed real blocks and a work plate of $24 \times 138$ m$^2$. The major data structure of the block comprises the delayed starting timerange ($dt_r$), processing time ($pt_r$), and shape attributes, expressed mathematically in Table 1.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$P_{\text{max}}$</th>
<th>$P_{\text{min}}$</th>
<th>$P_{\text{ave}}$</th>
<th>$R_{t_{\text{max}}}$</th>
<th>$R_{t_{\text{min}}}$</th>
<th>$R_{t_{\text{ave}}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLF</td>
<td>90.8%</td>
<td>80.6%</td>
<td>86.4%</td>
<td>1.68</td>
<td>1.88</td>
<td>1.75</td>
</tr>
<tr>
<td>BCA</td>
<td>93.7%</td>
<td>83%</td>
<td>89.3%</td>
<td>4.59</td>
<td>3.82</td>
<td>4.26</td>
</tr>
</tbody>
</table>

4.1. Performance of BCA. Ten groups of blocks were allocated in the initial (empty) work plate by BLF and BCA separately. Each group was composed of 30 blocks that were randomly selected from a total of 157 blocks. The results of spatial utilization ratio ($P_u$) and operation time ($R_t$) are shown in Table 2. Clearly, BCA outperforms BLF, although the computation time is prolonged as more locations are searched. A pair of allocation results in the same group are obtained as shown in Figure 8.
The order and location of each block are shown in Figure 8. BCA achieves the optimization of 2D block allocation by selecting placement with the best evaluation for each block. When the blocks are placed into and removed out of the work plate, this algorithm reduces the scattered areas in the space by using global search and makes the contact between blocks closer and more regular. Such improvement helps to improve the space utilization rate and promotes the formation of a larger residual space for the subsequent block placement.

4.2. Performance of the Established Spatial Scheduling System. In actual shipbuilding, scheduling is a process to keep operation continuous. To examine the performance of the proposed scheduling system, we designed a virtual experiment: lay out the real-world blocks into the work plate one by one until all blocks are processed, while the nonspatial resources are adequate. To reflect the real scheduling of blocks, we introduced two definitions: the start time of rolling plan (ST$_r$), which is the day of the first block being allocated to the work plate after the initial allocation, and the finish
time of rolling plan (FT\textsubscript{r}), which is the day of the last block being allocated to the work plate. During the period, the blocks are processed continuously, like the normal rolling plan of the shipyard. Thus, the makespan and spatiotemporal utilization of the work plate are considered and calculated in this period. In comparison of different spatial scheduling algorithms, the performance indicators are listed in Table 3, including makespan (M), utilization ratio of initial work plate (S\textsubscript{i}), average spatiotemporal utilization ratio (S\textsubscript{u}), and runtime (R\textsubscript{t}). In particular, S\textsubscript{u} which is the most direct and accurate data in the experiment is used as the most important influencing factor to reflect the makespan.

GA is set to perform with a population number of 40 and 30 iterations. The scheduling results through EST + BLF, EST + BCA, and GA + BCA are shown in Table 3. Compared with EST + BLF, GA + BCA leads to 9.15% reduction of M and 7.87% increment of S\textsubscript{u}. The corresponding scheduling system outperforms others whose schedules are produced according to the conventional BLF placement method and the fixed-rule EST sequencing method. Actually, the average spatiotemporal utilization ratio of 75.4% is higher than the results and actual usage effects of other algorithms. Although the computation time of the system is prolonged by the calculation of GA, it is acceptable for the generation of a small-scale or medium-scale production plan in continuous scheduling.

Figure 9 shows the daily utilization of work plate in three algorithms. The utilization rate curve clearly shows that large fluctuation exists in the scheduling and is a major influencing factor on the whole makespan. The cause for this fluctuation is the extra waiting time when a block to be arranged into the work plate cannot be placed due to the inadequate placement. This extra waiting time is expressed as day++ in the algorithm. Regarding this key problem, we proposed BCA that could better lay out the blocks dynamically. And GA was used to globally optimize the building sequence. As illustrated in Figure 9(c), the number of days is reduced with utilization ratio less than 60% and is increased with utilization ratio more than 80%. Results show that BCA + GA can effectively improve the space utilization rate and reduce the extra waiting time during block scheduling. As a result, the overall block completion time is shortened.

5. Conclusions

Block spatial scheduling takes place in almost every stage of shipbuilding, which plays the key role in the successful operations of a shipyard. However, the scheduling level in the work plate is still very low. As is well known, it is a bottleneck against the improvement of shipbuilding efficiency. Here, according to the time and space attributes in block assembly, a dynamic 3D mathematical model was established. To resolve and optimize the BSS problem, we proposed an efficient allocation algorithm, BCA, and used GA to determine a good block assembly sequence. After that, computation and experiments were carried out by the data of 157 blocks from an actual shipyard. BCA improves space utilization and reduces scattered space in the work plate, which are more appropriate for dynamic block layout. The BCA + GA scheduling system could provide the suitable building position and starting time of each block. Compared with the conventional EST + BLF algorithm, the proposed algorithm not only generated a block
assembly scheduling plan according to certain rules, but also achieved optimization from a global perspective.

In summary, the BCA + GA algorithm is capable of optimizing block spatial scheduling and improves the shipbuilding efficiency. It may also be extended to other similar manufacturing industries such as airplanes and special vehicle types. Future research should focus on more resource-constrained and more accurate scheduling models.
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