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Since the recursive nature of Kalman filtering always results in a growing size of the optimization problem, state estimation is usually realized by use of finite-memory, receding horizon, sliding window, or “frozen” techniques, which causes difficulties on stability analysis. This paper proposes a novel method on selection of an initial covariance matrix and a horizon for the Kalman filter to make sure that a sequence of the closed-loop Kalman filters are stable as time-invariant filters at subsequent time instant. Convergent properties of Riccati Difference Equation (RDE) are first exploited. Based on these properties, sufficient conditions for stability of a sequence of Kalman filters are obtained. Compared with the existent literature, the convergent properties and the stability conditions are less conservative since they provide analytic results and are applicable to more common cases where the RDEs are not monotonic.

1. Introduction

In most industrial control applications, the state variables cannot be directly measured, which necessitates state estimation based on the output measurements during the process of state feedback controller design [1, 2]. Among many different kinds of filters, Kalman filter has been widely used in numerous applications to estimate state for systems with noisy measurements and unmeasured process disturbances including signal processing [3], power electronics [4], and navigation [5]. Essentially it provides an optimal recursive solution for the least square state estimation problem and its theoretical properties including stability and performance have been well addressed in many papers.

In the standard Kalman filter, however, the optimal state estimate at current time is determined recursively from the optimal state estimate and output measurement of the previous time instants. This immediately results in a problem of complexity. Since more measurements become available as time goes on, the estimator has to process more data, which leads to a growing size of the problem. In many applications for embedded implementations where memory limitations have to be considered, alternative methods are proposed by use of finite-memory, receding horizon, or sliding window techniques to overcome this shortage. The basic idea is to maintain a constant length of time window and update the information by discarding the oldest sample as the new measurement comes, which keeps the problem size bounded when more measurements are available. In such case, performance and stability issues have to be restudied; see [6, 7].

The Riccati equation, as a fundamental tool in linear optimal control [8] and filtering theory, performs important role during the performance and stability analysis of different variations of the Kalman filter. Starting from 1970s, [9] solves the optimal control problem of linear systems with respect to quadratic performance criteria analytically by use of the algebraic Riccati equation. Reference [10] establishes minimality convergence, uniqueness, and stability concerning the discrete-time matrix Riccati equation and proves the policy space approximation. And [11] addresses the convergence properties of the solution of RDE with a special attention to systems that are not stabilizable in the filtering sense. The
results are applicable to many filtering or control problems of systems with deterministic disturbances. Motivated by filtering problems in short-time Fourier analysis, [12, 13] provide a method to guarantee the exponential asymptotic stability of a sequence of the Kalman filters generated from RDE by selecting appropriate initial covariance matrix through the monotonic properties. The results are later extended to the nonmonotonic case in [14]. And [15] summarizes connections between various Riccati equations and the closed-loop stability of linear quadratic optimal control and estimation. Till recently, the Riccati equation has also been applied into addressing distributed estimation problems [16]. By studying the convergence of the estimation error process, distributed Kalman filter is proposed for potentially unstable and large linear dynamic systems.

The current paper is concerned with convergent properties of RDE and its application to closed-loop stability analysis of Kalman filters as time-invariant filters. Different from most existing literature, the main contributions of the paper are as follows: (1) novel convergent properties of RDE are exploited. (2) As an application, sufficient conditions on stability of a sequence of closed-loop Kalman filters are provided. (3) The results are less conservative since they are analytic and do not rely on the monotonic properties of RDE. Further convergent properties of RDE are exploited. Based on these properties, detailed stability analysis is performed. The results provide insights on how to select an initial covariance matrix and a horizon $N$ such that the sequence of Kalman filters generated by RDE is stable as long as the filter has a longer horizon than $N$. The results have potential application in solving the stability of other types of state estimators.

Compared with the existent literature, the main contributions of the paper are as follows: (1) novel convergent properties of RDE are exploited. (2) As an application, sufficient conditions on stability of a sequence of closed-loop Kalman filters are provided. (3) The results are less conservative since they are analytic and do not rely on the monotonic properties of solutions of RDE.

This paper is organized as follows. Section 2 provides the preliminaries. General convergent properties of the RDE are discussed in Section 3. Stability analysis of Kalman filters is addressed in Section 4. Section 5 concludes this paper.

2. Preliminaries

Consider a linear discrete-time stochastic system described as follows:

$$\begin{align*}
x_{i+1} &= Fx_i + Gw_i, \\
y_i &= Hx_i + v_i,
\end{align*}$$

where $x \in \mathbb{R}^n$ is the state and $y \in \mathbb{R}^p$ is the measured output. We make the following assumption concerning system (1).

Assumption 1. $w_i$ and $v_i$ are zero mean, white, mutually independent Gaussian noise processes with covariance $E \left[ \begin{pmatrix} w_i^T & v_i^T \end{pmatrix} \begin{pmatrix} w_j & v_j \end{pmatrix} \right] = \begin{pmatrix} Q & 0 \\ 0 & R \end{pmatrix} \delta_{ij}$, where $Q$ and $R$ are positive definite matrices ($R > 0, Q > 0$).

The aim of an estimator is to predict the optimal state $\hat{x}_i$ on the basis of the measured output variables $\{y_k\}, k = 0, \ldots, i-1$, and the initial knowledge that $x_0$ is a Gaussian random variable with mean $\bar{x}_0$ and covariance $P_0$.

The standard Kalman predictor is described as

$$\hat{x}_{i+1} = F\hat{x}_i + K_i(y_i - H\hat{x}_i),$$

where Kalman gain is given by

$$K_i = FP_iHT^{-1}(HP_iHT + R)^{-1}$$

and $P_i$ is the solution of the discrete filtering RDE

$$P_{i+1} = FP_iHT^{-1} - Fp_iHT^{-1}(HP_iHT + R)^{-1}HP_iFT + Q$$

solved forwards in time with initial conditions $x_0, P_0$. The closed-loop state transition matrix of the Kalman filter is

$$\bar{P}_i = F - Fp_iHT^{-1}(HP_iHT + R)^{-1}H = F - K_iH,$$

Note that if $P_0 \geq 0$, then the solution $P_i$ of (4) is nonnegative definite for all $i$. This follows easily by rewriting (4) as

$$P_{i+1} = (F - K_iH)P_i(F - K_iH)^T + K_iRK_i^T + Q.$$

The following assumption is made to make sure that the corresponding algebraic Riccati equation (ARE) has the unique nonnegative definite solution.

Assumption 2. $(H, F)$ is detectable, $(F, Q^{1/2})$ is stabilizable, and $H$ has full rank.

Remark 3. According to [15], if Assumptions 1 and 2 hold for system (1), then the solution of the RDE (4) satisfies

$$\lim_{i \to \infty} P_i = P > 0,$$

where $P$ is the positive definite solution of the following algebraic Riccati equation (ARE):

$$P = FPFT^{-1} - FPHT^{-1}(HPHT + R)^{-1}HPFT + Q,$$

where

$$K = FPHT^{-1}(HPHT + R)^{-1}.$$

This indicates that the sequences $\{K_i\}_{i \in \mathbb{N}_{\geq 0}}$ and $\{P_i\}_{i \in \mathbb{N}_{\geq 0}}$ are bounded.

The following lemma characterizes the monotonic property of RDE, which plays important role in stability analysis of optimal filters.

Lemma 4 (see [13]). For the dynamic system (1) satisfying Assumptions 1 and 2, $P_i$ coming from RDE (4), if $P_i \geq P_{i+1}$ ($P_i \leq P_{i+1}$) holds for any $i \geq 0$, then we have $P_{i+k} \geq P_{i+k+1}$ ($P_{i+k} \leq P_{i+k+1}$) for all $k \geq 0$. 

The results above only show the monotonic behavior of the sequence \( \{P_i\} \). However, the more common case is that \( P_0 \) might be an arbitrary nonnegative definite matrix, in which case these results may no longer hold.

In the following section, novel convergent properties of RDE are exploited, which is applicable to an arbitrary positive definite matrix \( P_0 \). The properties are quantitative and analytic compared with the previous results and can include them as special cases.

### 3. Convergent Properties of RDE

More general convergent properties of \( \{P_i\} \) will be introduced in this section, some of which have been mentioned in [17]. The following lemma shows that, for any two of the positive definite matrices, upper and lower bounds of the ratio between the two matrices can be analytically expressed in terms of a constant \( \gamma > 1 \) and two nonnegative constants \( c_1 \) and \( c_2 \). The detailed proof is provided in [17]. In the following, we just provide a brief proof in order to keep the completeness and continuity of this paper.

**Lemma 5** (see [17]). Let \( \gamma > 1 \) be arbitrary. For any positive definite matrices \( \Phi_1 \) and \( \Phi_2 \), there are two nonnegative constants \( c_1 = c_1(\gamma, \Phi_1, \Phi_2) \) and \( c_2 = c_2(\gamma, \Phi_1, \Phi_2) \) such that the following inequality holds:

\[
\frac{\gamma - 1}{\gamma - 1 + c_1} \Phi_1 \leq \Phi_2 \leq \frac{\gamma - 1}{\gamma - 1 + c_2} \Phi_1.
\]  

**Proof.** Denote \( \Phi = \Phi_1^{1/2} \Phi_2 \Phi_1^{1/2} \), which is also a positive definite matrix. The following inequality holds:

\[
\lambda_{\min}(\Phi) \Phi_1 \leq \Phi_2 \leq \lambda_{\max}(\Phi) \Phi_1.
\]

Let

\[
c_1 = \max \left\{ 0, \left( \frac{1}{\lambda_{\min}(\Phi)} - 1 \right) \left( \gamma - 1 \right) \right\}, \quad c_2 = \max \left\{ 0, \left( \gamma - 1 \right) \left( \lambda_{\max}(\Phi) - 1 \right) \right\}.
\]

A simple calculation shows that

\[
\frac{\gamma - 1}{\gamma - 1 + c_1} \Phi_1 \leq \lambda_{\min}(\Phi) \Phi_1 \leq \Phi_2,
\]

\[
\frac{\gamma - 1}{\gamma - 1 + c_2} \Phi_1 \geq \lambda_{\max}(\Phi) \Phi_1 \geq \Phi_2.
\]

This completes the proof. \( \square \)

According to the RDE (6), it is obvious that \( P_i \geq Q \) holds for all \( i > 0 \). By use of inequality techniques, the following proposition proves the existence of a constant \( \gamma > 1 \), which will be used to quantify the convergent speed of the sequence \( \{P_i\} \).

**Proposition 6.** For a dynamic system (1) satisfying Assumptions 1 and 2, there exists a constant \( \gamma > 1 \) such that for any fixed \( M \in \mathbb{N}_{>0} \) and \( P_i \) coming from the RDE (4), the following inequality holds for all \( i = 0, \ldots, M - 1 \):

\[
P_{i+1} - \gamma (F - K_i)H P_i (F - K_i)^T \geq 0,
\]

where \( K_i \) is defined in (3).

**Proof.** For any \( i = 0, \ldots, M - 1 \), the RDE equation (6) yields the following inequality:

\[
\begin{align*}
P_{i+1} - (F - K_i)H P_i (F - K_i)^T &\geq Q > 0 \\
&\Rightarrow P_{i+1} - (F - K_i)H P_i (F - K_i)^T \\
&\geq P_n^{1/2} \left( P_n^{-1/2} Q P_n^{-1/2} \right) P_n^{1/2}.
\end{align*}
\]

As mentioned in Remark 3 that \( \{P_i\} \) is bounded, there exists a constant \( \kappa \) such that \( 0 < Q \leq P_i \leq \kappa I \) holds for all \( i > 0 \). Let

\[
\sigma = \lambda_{\min}(I), \quad \Gamma = \frac{1}{\kappa} Q = \Gamma \geq \sigma I_{n \times n},
\]

which leads to

\[
P_{i+1} - \frac{1}{1 - \sigma} (F - K_i)H P_i (F - K_i)^T \geq 0,
\]

by substituting (17) into inequality (15). The proof is completed by selecting \( \gamma = 1/(1 - \sigma) \) and verifying \( \gamma > 1 \). \( \square \)

With the help of Proposition 6, the next proposition provides convergent properties of \( \{P_i\} \) in terms of constants \( \gamma, c_1, \) and \( c_2 \). It is assumed that \( P_0 > 0 \). Similar results can be obtained for the case that \( P_0 = 0 \).

**Proposition 7.** Consider system (1) satisfying Assumptions 1 and 2 and \( P_0 \) and \( P_i \) from RDE (4), and there exist a constant \( \gamma > 1 \) and two nonnegative constants \( c_1 = c_1(\gamma, P_0, P_i) \) and \( c_2 = c_2(\gamma, P_0, P_i) \) such that for any given fixed \( M \in \mathbb{N}_{>0} \) the following inequality holds:

\[
\beta P_i \leq P_{i+1} \leq \overline{\beta} P_i, \quad i = 0, \ldots, M - 1,
\]

where

\[
\beta = \frac{\gamma (\gamma - 1) + c_1}{\gamma (\gamma - 1) + c_2};
\]

\[
\overline{\beta} = \frac{\gamma (\gamma - 1) + c_2}{\gamma (\gamma - 1) + c_1}.
\]

**Proof.** Since the proofs of both sides are similar, we only prove the right side of the inequality. According to Proposition 6, it follows that

\[
Q + K_i R K_i^T \geq (\gamma - 1) (F - K_i)P_i (F - K_i)^T.
\]
Thus, we have \( k = 0 \) (19) holds for \( k = m \).

Assume that, for any fixed \( M \), \( P_{k+1} \leq \bar{P}_k P_k \) holds for \( i = m \) \((m = 0, 1, \ldots, M - 2)\). In the following part, we prove that the inequality also holds when \( i = m + 1 \). By using inequality techniques, RDE can be transformed into the following inequality:

\[
\begin{align*}
P_{m+1} &= (F - K_m H) P_m (F - K_m H)^T + K_m R K_m^T + Q \\
&\geq (F - K_m H) P_m (F - K_m H)^T + K_m R K_m^T + Q \\
&\quad + \left( \frac{\bar{P}_m - 1}{\bar{P}_m + \gamma - 1} \right) (F - K_m H) P_m (F - K_m H)^T \\
&\quad + \left( K_m R K_m^T + Q \right) \\
&= \frac{\bar{P}_m}{\bar{P}_m + \gamma - 1} (F - K_m H) P_m (F - K_m H)^T \\
&\quad + \left( K_m R K_m^T + Q \right) .
\end{align*}
\]

(22)

Since inequality (19) holds at \( k = m \), we have

\[
P_{m+1} \leq \bar{P}_m P_m .
\]

(23)

Substituting into inequality (22) yields

\[
P_{m+1} \geq \frac{\gamma}{\bar{P}_m + \gamma - 1} \left[ (F - K_m H) P_{m+1} (F - K_m H)^T \\
+ \left( Q + K_m R K_m \right) \right] .
\]

(24)

According to the Principle of Optimality, it follows that

\[
P_{m+2} = \min_k \left\{ (F - K H) P_{m+1} (F - K H)^T \\
+ \left( K R K^T + Q \right) \right\} .
\]

(25)

Thus, we have

\[
P_{m+1} \geq \frac{\gamma}{\bar{P}_m + \gamma - 1} P_{m+2} = \frac{1}{\bar{P}_{m+1}} P_{m+2} ,
\]

(26)

which implies the inequality holds when \( k = m + 1 \).

The proof of the left side of inequality (19) is similar and has been omitted here. \( \square \)

Remark 8. Proposition 7 proposes a quantitative convergent property of the RDE (4) which has included monotonicity as a special case. For example,

(1) if \( P_0 \leq P_1 \) holds, we have \( c_1 = 0 \) by Lemma 5. Substituting \( c_1 \) into Proposition 7 immediately yields that \( P_i \leq P_{i+1} \); or

(2) if \( P_0 \geq P_1 \) holds, we have \( c_2 = 0 \) by Lemma 5. Substituting \( c_2 \) into Proposition 7 immediately yields that \( P_i \geq P_{i+1} \).

Moreover, the results are able to deal with arbitrary positive definite matrices of \( P_0 \), which is more applicable than the previous literature.

In the remaining part of this section, more convergent properties of RDE are exploited. A lemma on comparison of RDE solutions is introduced, which shows that the difference between two sequences of RDE solutions also satisfies a new RDE.

Lemma 9 (see [15]). Consider two RDEs with the same \( F, H, \) and \( R \) matrices but possibly different \( Q \) matrices, respectively. Denote their solution matrices \( P_i^1 \) and \( P_i^2 \), respectively. Then, the difference between the solutions \( \tilde{P}_i = P_i^2 - P_i^1 \) satisfies the following RDE:

\[
\tilde{P}_{i+1} = \tilde{P}_i \tilde{P}_i^T - \tilde{P}_i H (H P_i^2 H^T + R)^{-1} H \tilde{P}_i^T + \tilde{Q},
\]

(27)

where

\[
\tilde{F}_i = F - F P_i^1 H^T (H P_i^1 H + R)^{-1} H, \quad \tilde{Q} = Q_2 - Q_1, \quad \tilde{R}_i = H P_i^2 H^T + R.
\]

(29)

In order to investigate the further properties, the following assumption is made. Novel convergent properties of the difference between two solutions of RDE are addressed on the basis of Lemma 9.

Assumption 10. \((H, F)\) is detectable, \((F, Q_1^{1/2})\) is stabilizable, and \( H \) has full rank.

Proposition 11. Consider two RDEs with the same \( F, H, \) and \( R \) matrices. Denote their solution matrices \( P_i^1 \) and \( P_i^2 \) and the difference between the two solutions \( \tilde{P}_i = P_i^2 - P_i^1 \). For system (1) satisfying Assumptions 1 and 2, if \( Q_2 > Q_1 \) and \( P_i^2 - P_i^1 \geq 0 \) hold, then there exist a constant \( \gamma \) \(> 1\) and two nonnegative constants \( \tilde{\gamma}_i = \tilde{\gamma}_i(\tilde{y}, \tilde{P}_0, \tilde{P}_i) \) and \( \tilde{c}_i = \tilde{c}_i(\tilde{y}, \tilde{P}_0, \tilde{P}_i) \) such that for any fixed \( N \in \mathbb{N}_{>0} \) the following inequality holds for all \( i = 0, \ldots, N - 1 \):

\[
\tilde{\zeta}_i \tilde{P}_i \leq \tilde{P}_{i+1} \leq \tilde{\zeta}_i \tilde{P}_i,
\]

(30)
where
\[ \zeta_i := \frac{\bar{y}(\bar{y} - 1)}{\bar{y}(\bar{y} - 1) + \bar{c}_i}; \]
\[ \zeta_i := \frac{\bar{y}(\bar{y} - 1) + \bar{c}_2}{\bar{y}(\bar{y} - 1)}. \]

**Proof.** According to Lemma 9, \( \bar{P}_{i+1} \) satisfies the RDE
\[ \bar{P}_{i+1} = \bar{F}_i \bar{P}_i \bar{F}_i^T - \bar{F}_i \bar{K} \bar{H}^T (\bar{H} \bar{P}_i \bar{H}^T + \bar{R})^{-1} \bar{H} \bar{P}_i \bar{F}_i^T + \bar{Q}, \]
where
\[ \bar{F}_i = F - F \bar{P}_i \bar{H}^T (\bar{H} \bar{P}_i \bar{H}^T + \bar{R})^{-1} \bar{H}, \]
\[ \bar{Q} = Q_2 - Q_1, \]
\[ \bar{R}_i = H \bar{P}_i \bar{H}^T + R. \]
Since \( Q_2 > Q_1 \) and \( P_0^2 - P_1^1 \geq 0 \) hold, we have \( \bar{Q} > 0 \) and \( \bar{P}_i \geq 0 \). RDE (32) can be rewritten as
\[ \bar{P}_{i+1} = (\bar{F}_i - \bar{K} \bar{H}) \bar{P}_i (\bar{F}_i - \bar{K} \bar{H})^T + \bar{K}_i \bar{R}_i \bar{K}_i^T + \bar{Q}, \]
which implies that \( \bar{P}_{i+1} \geq \bar{Q} > 0 \). The rest of the proof is similar to Proposition 7 and has been omitted here. \( \square \)

**Remark 12.** Based on the statement in Lemma 9 that the difference between the two solutions of RDE also satisfies a new type of RDE, further convergent properties of the differences between the two solutions are addressed in Proposition 11. Let us also take some special cases as examples.

1. If \( \bar{P}_0 \leq \bar{P}_1 \) holds, we have \( \bar{c}_1 = 0 \). Substituting \( \bar{c}_1 = 0 \) into Proposition 11 immediately yields that \( \bar{P}_i \leq \bar{P}_{i+1} \).
2. If \( \bar{P}_0 \geq \bar{P}_1 \) holds, we have \( \bar{c}_2 = 0 \). Substituting \( \bar{c}_2 = 0 \) into Proposition 11 immediately yields that \( \bar{P}_i \geq \bar{P}_{i+1} \).

Actually, the results above have also included some of the existing results. Select \( P_0^2 = P_0 \) and \( P_0^1 = P_1 \), and then we have \( P_0^2 = P_1 \) and \( P_0^1 = P_2 \). According to statement 1, if \( \bar{P}_0 \leq \bar{P}_1 \) holds, which implies that \( P_2 - 2P_1 + P_0 \leq 0 \), then it follows that \( \bar{P}_i \leq \bar{P}_{i+1} \), yielding \( P_{i+2} - 2P_{i+1} + P_i \leq 0 \). This is consistent with results in [14, 15].

In addition, the results are able to deal with arbitrary positive definite matrices of \( \bar{P}_0 \), which is more applicable than the previous literature.

As an application, convergent properties of RDE are utilized to investigate stability of a sequence of Kalman filters in the next section.

### 4. Application to Stability Analysis of Kalman Filters

The following result provides a sufficient condition such that a sequence of Kalman filters is stable for all horizons larger than a certain value.

**Theorem 13.** Let \( N \) be a fixed integer. Consider the dynamic system (1) satisfying Assumptions 1 and 2, \( P_0 > 0 \), \( \gamma \) from Proposition 6, \( P_1 \) from RDE (4), and \( c_2 \) from Lemma 5, and if for the given \( N \), the following inequality holds:
\[ \gamma^{N-1} (\gamma - 1)^2 - c_2 > 0, \]
then the closed-loop matrix \( \bar{F}_i \) from (5) is Hurwitz for all \( i \geq N - 1 \).

**Proof.** We first prove that \( \bar{F}_{N-1} \) is Hurwitz.

If \( \gamma^{N-1} (\gamma - 1)^2 > c_2 \), holds, by using Proposition 7 this yields
\[ P_N \leq \frac{\gamma^{N-1} (\gamma - 1) + c_2}{\gamma^{N-1} (\gamma - 1 - 1)^2} P_{N-1} = \gamma^N-1 \]
\[ < \frac{\gamma^{N-1} (\gamma - 1) + \gamma^{N-1} (\gamma - 1)^2}{\gamma^{N-1} (\gamma - 1)} P_{N-1} = \gamma^N-1. \]

On the other hand, it has been proved in Proposition 6 that
\[ P_N - \gamma (F - K_{N-1} H) P_{N-1} (F - K_{N-1} H)^T \geq 0. \]
Combining the above two inequalities yields
\[ (F - K_{N-1} H) P_{N-1} (F - K_{N-1} H)^T - P_{N-1} < 0. \]
This indicates that \( \bar{F}_{N-1} \) is Hurwitz.

Note that the function \( \eta(y, c_2, N) := \gamma^{N-1} (\gamma - 1)^2 - c_2 \) is monotonically increasing with respect to \( N \) given that \( \gamma > 1 \) and \( c_2 \) and \( N \geq 1 \). Under condition (35), it is easy to verify that \( y^{N-1} (\gamma - 1)^2 - c_2 \) holds for all \( i \geq N - 1 \). Thus, by a similar proof, \( \bar{F}_i \) is Hurwitz for all \( i \geq N - 1 \). \( \square \)

**Remark 14.** Theorem 13 provides a sufficient condition on closed-loop stability of a sequence of Kalman filters. Actually, some existent results can be deemed as a special case for condition (35). For example, if \( P_1 \leq P_0 \), we have \( c_2 = 0 \) according to Lemma 5. It can be verified that condition (35) holds for all \( i \geq 1 \), which implies that all the closed-loop filters are Hurwitz. This is consistent with results in [13] which proves stability of Kalman filters based on monotonicity of \( \{P_i\} \).

**Remark 15.** The function \( \eta(y, c_2, N) := \gamma^{N-1} (\gamma - 1)^2 - c_2 \) is monotonically increasing with respect to \( N \) for the given \( \gamma > 1 \) and \( c_2 \) and \( N \geq 1 \). This implies that there always exists a positive integer \( N^* = N^*(y, P_0, P_1) \) such that, for any \( N \geq N^* \), condition (35) holds. From this point of view, stability can be guaranteed for the closed-loop system as long as the horizon is larger than a certain value.

**Remark 16.** The advantage of the proposed method is that stability conditions can be analytically expressed by use of the parameters such as \( y \), \( N \), and \( c_2 \). From the proof of Proposition 6, it is shown that \( y \) is determined by \( \sup_{P \in N} |\lambda_{max}(P)| \) (a constant as long as the system model and \( Q, R \) had been fixed) and it stands for the convergent speed of the RDE solutions \( \{P_i\} \) to the ARE solution \( P_{\infty} \).
In the next part, a corollary is provided based on Proposition II.

**Corollary 17.** Let $\bar{N}$ be a fixed integer and $\bar{P}_0 > 0$ and $\bar{y} > 1$ come from Proposition II. For the dynamic system (1) satisfying Assumptions 1 and 10 and the given $\bar{N}$, if the following inequality holds:

$$\bar{y}^{\bar{N}-1}(\bar{y} - 1)^2 - \bar{c}_2 > 0,$$

then the closed-loop matrix $\bar{F}_i^\bar{N}$ is Hurwitz for all $i \geq \bar{N} - 1$.

**Proof.** The proof is similar to that of Theorem 13. If $\bar{y}^{\bar{N}-1}(\bar{y} - 1)^2 > \bar{c}_2$ holds, applying Proposition II leads to

$$\bar{P}_N \leq \frac{\bar{y}^{\bar{N}-1}(\bar{y} - 1) + \bar{c}_2}{\bar{y}^{\bar{N}-1}(\bar{y} - 1)} \bar{P}_{N-1}$$

$$< \frac{\bar{y}^{\bar{N}-1}(\bar{y} - 1) + \bar{y}^{\bar{N}-1}(\bar{y} - 1)^2}{\bar{y}^{\bar{N}-1}(\bar{y} - 1)} \bar{P}_{N-1} = \bar{y} \bar{P}_{N-1}. $$

On the other hand, the following inequality holds:

$$\bar{P}_N - \bar{y} (\bar{F}_{N-1}^1 - \bar{K}_{N-1}^1 H) \bar{P}_{N-1} (\bar{F}_{N-1}^1 - \bar{K}_{N-1}^1 H)^T \geq 0.$$  

Combining two inequalities yields

$$\left(\bar{F}_{N-1}^1 - \bar{K}_{N-1}^1 H\right) \bar{P}_{N-1} \left(\bar{F}_{N-1}^1 - \bar{K}_{N-1}^1 H\right)^T - \bar{P}_{N-1} < 0.$$  

This indicates that $\bar{F}_{N-1}^\bar{N}$ is Hurwitz.

Note that $\bar{y}(\bar{y} - 1)^2 - \bar{c}_2$ is monotonically increasing with respect to $\bar{N}$ for any $\bar{y} > 1$ and $\bar{c}_2$ and $\bar{N} \geq 1$. Under condition (39), it is easy to verify that $\bar{y}^{\bar{N}-1}(\bar{y} - 1)^2 - \bar{c}_2 > 0$ holds for all $i \geq \bar{N} - 1$. Thus, by a similar proof, $\bar{F}_i^\bar{N}$ is Hurwitz for all $i \geq \bar{N} - 1$.

**Remark 18.** There exist essential differences between Theorem 13 and Corollary 17 although the proof seems similar, since, by appropriate selection of different sequence of $P_i^1$ and $P_i^0$, more details can be obtained.

Also, Corollary 17 can be a supplement to Theorem 13 during the proof on stability of a sequence of Kalman filters. For example, select $P_0^i = P_0$ and $P_0^0 = P_i$ and then $P_1^1 = P_1$ and $P_1^0 = P_2$. If $\bar{P}_0 \geq \bar{P}_1$ holds, we have $\bar{c}_2 = 0$. Combined with other conditions, it can be proved that the closed-loop matrix is stable, which is consistent with Theorem 3.1 in [14].

5. Conclusions and Future Work

By exploiting convergent properties of RDE in optimal filtering problems, this paper presents novel convergent properties and applies them to study stability analysis of a sequence of Kalman filters. These results have fewer requirements on the initial covariance matrix and thus are applicable to a wider case. Future work includes applying the convergent properties to stability analysis of other kinds of estimators.
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