Robust Fault Detection and Estimation in Nonlinear Systems with Unknown Constant Time-Delays
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1. Introduction

Modern industrial control systems become more and more complex, with an increasing number of interconnected physical components, such as actuators and sensors [1]. In the system life, faults inevitably occur in these elements, which leads to the drop of systems performances, or even worse to system damage, with dramatic consequences on the environment. Consequently, in parallel with the development of high-performance technological systems, industrials express a growing demand for reliability, maintainability, and survivability [2]. Fault Tolerant Control (FTC) is an effective way of maintaining system performances under faulty conditions. FTC can be achieved either by a passive way or using an active method. Passive FTC uses feedback control laws that are robust with respect to an a priori fixed set of possible system faults [3, 4]. On the other hand, active FTC uses a Fault Detection and Isolation (FDI) module that provides online fault information. Active FTC may consist of a fault accommodation scheme [5, 6], which is in fact an adaptive control with respect to the fault information, or may be a control system reconfiguration scheme, which consists of a switching control with a supervision layer that selects the most suitable control law for the identified faulty situation [7–10]. One difficulty is that FDI module and active FTC algorithm have to be designed jointly because of their mutual interactions.

In distributed or large-scale processes, the dynamic contains time-delays which may cause instability and degrade the system performances [11]. These time-delays may generally be considered as constant ones for given operating conditions. However these constant values are generally not known. The existence of such time-delays renders the control design problem much more difficult [12]. Increasing attention has recently been devoted to stability control and fault diagnosis of linear/nonlinear time-delayed systems, see, for example, [4–6, 11–16]. In [14], an observer-based fuzzy control scheme with adaptation to the time-delay was proposed. In [15], fault detection and identification for uncertain linear time-delay systems were investigated. In [16], by using $H_\infty$ control theory, a robust fault detection scheme was proposed for a class of discrete time-delay systems with parameter uncertainty. However, the sensitivity of the residual signals to the faults was not studied. In [17], the fault detection filter design problem for linear time-delay systems was studied by introducing an idealized reference residual model. Based
on [16, 17], the robust fault detection filter (RFDF) design problem was studied in [18] for nonlinear time-delay systems with unknown inputs. In [19], $H_{\infty}$ fault detection filter design for linear discrete time systems with multiple time-delays was discussed. The fault detection filter design problem was investigated in [20] for LTI (Linear Time-Invariant) system with time-delays. In [21, 22], the fault estimation problem for linear systems with state time-delays was studied, and an adaptive fault detection observer was designed. Many observers that are proposed in the literature, as in [16–23], use explicitly the time-delay value that is supposed to be accessible. However, in practical applications, this time-delay is generally not available, which makes these techniques not applicable. Another drawback of many diagnosis techniques that are proposed in the literature is that they need the derivative of the output signal for the fault estimation algorithm. These derivatives are generally not directly measured and are difficult to compute in a noisy environment.

In this paper, we investigate the problem of fault detection and estimation of nonlinear time-delayed systems. Five main contributions are worth emphasis.

(1) Compared with some results (see [16–22], for instance), by online estimating the real value of state time-delay, the assumption that the time-delay must be a priori known is removed.

(2) An adaptive fault estimation algorithm is proposed where the classical assumption that the time derivative of the output errors has to be known (see [22], for instance) and is removed. Moreover, our scheme is robust to bounded disturbances.

(3) Differing from numerous FDI schemes in the literature, the bounds of the time derivatives of the faults have not been known in our proposed adaptive fault estimation algorithm.

(4) In this paper, in contrast with [18], not only the fault detection filter design problem is discussed, but also an adaptive fault estimation algorithm is proposed.

(5) Sufficient conditions for the existence of the adaptive fault observer are expressed using the Lyapunov stability theory.

The paper is organized as follows. The problem formulation is presented in Section 2. In Section 3, the main technical results of this paper are given, which include the choice of the reference residual model, the design of a robust fault detection observer/filter, and the fault estimation algorithm. Simulations are presented in Section 4. Finally, Section 5 draws the conclusion.

2. Problem Formulation

Consider the following class of nonlinear time-delay systems [18]:

\[
\dot{x}(t) = Ax(t) + A_{d}x(t-h) + Bu(t) + Gg(x(t), x(t-h)) + B_{f}f(t) + B_{d}d(t),
\]

\[
x(t) = 0, \quad t \in [-\bar{h}, 0],
\]

(1)

where $x(t) \in \mathbb{R}^{n}$ is the unknown state vector, $u(t) \in \mathbb{R}^{p}$ is the control input vector, $y(t) \in \mathbb{R}^{q}$ is the measured output, $d(t) \in \mathbb{R}^{m}$ that belongs to $L_{2}^{\infty}[0, +\infty)$ is an exogenous disturbance input vector that regroups all the model uncertainties, $f(t) \in \mathbb{R}^{l}$ is the fault vector to be detected, $h \geq 0$ is an unknown but constant time-delay that satisfies $h \leq \bar{h}$, where $\bar{h}$ is a known constant, $g(\cdot, \cdot) : \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a known nonlinear function, and $A, A_{d}, B, B_{f}, B_{d}, C, D, D_{f}, D_{d}, G$ are all known matrices with appropriate dimensions.

Throughout this paper, the following assumptions are made.

Assumption 1. The pair $(C, A)$ is detectable.

Assumption 2 (Lipschitz condition). It is supposed that

\[
g(0,0) = 0 \quad \text{and} \quad \|g(x_1, x_2) - g(y_1, y_2)\| \leq \|x_1 - y_1\| + \|x_2 - y_2\|, \quad \forall x_1, x_2, y_1, y_2 \in \mathbb{R}^{n},
\]

where $\rho_1 > 0 \in \mathbb{R}, \rho_2 > 0 \in \mathbb{R}$, are known constant.

To detect the fault, the following so-called fault detection filter (FDF) is proposed:

\[
\dot{x}(t) = A\bar{x}(t) + A_{d}\bar{x}(t - \bar{h}) + Bu(t) + Gg(\bar{x}(t), \bar{x}(t - \bar{h})) + H[y(t) - \bar{y}(t)],
\]

\[
\bar{y}(t) = C\bar{x}(t) + Du(t),
\]

(2)

where $\bar{x}(t) \in \mathbb{R}^{n}$ and $\bar{y}(t) \in \mathbb{R}^{l}$ denote the state and the output of the filter, respectively; $\bar{h}$ is the estimation of the unknown constant time-delay $h$; $r(t)$ is the so-called residual signal. The observer gain matrix $H$ and the residual weighting matrix $V$ will be defined later.

For the above observer design, the following assumption is made.

Assumption 3. There exists a known constant $M > 0 \in \mathbb{R}$ such that $\|x(t) - \bar{x}(t)\| \leq M$.

Remark 4. Assumption 3 is not restrictive. In fact, this is a common assumption in the literature concerning filter/observer design. In practical application, it may be difficult to know accurately the upper bound of the observer error. Therefore, $M$ can be chosen large in practical application. It must be pointed out that $M$ is only needed for stability analysis of the closed-loop system. Choosing a large $M$ does not degrade the performance of the closed-loop system.

Define

\[
e = x(t) - \bar{x}(t).
\]

(3)
The error dynamics can be computed as

\[ \dot{e}(t) = (A - HC) e(t) + A_d \tilde{x}(t - \tilde{h}) - A_d x(t - h) \\
+ (B_f - HD_f) f(t) + (B_d - H D_d) d(t) + G' \Psi \\
= (A - HC) e(t) + A_d \tilde{x}(t - \tilde{h}) - A_d x(t - h) \\
+ (B_f - HD_f) f(t) + (B_d - H D_d) d(t) + G' \Psi, \]

(4)

where \( \Psi = g(x(t), x(t - h)) - g(\tilde{x}(t), \tilde{x}(t - \tilde{h})) \).

From Newton-Leibniz formula, we have

\[ \tilde{x}(t - \tilde{h}) - \tilde{x}(t - h) = \int_{-\tilde{h}}^{-h} \dot{\tilde{x}}(t + s) ds. \]

(5)

Thus, error dynamics (4) can further be described as

\[ \dot{e}(t) = (A - HC) e(t) + A_d \dot{e}(t - h) \\
+ A_d \int_{-h}^{-\tilde{h}} \dot{\tilde{x}}(t + s) ds + (B_f - HD_f) f(t) \\
+ (B_d - H D_d) d(t) + G' \Psi, \]

(6)

\[ r(t) = V' C e(t) + V D_f f(t) + V D_d d(t). \]

From (6), it is seen that the dynamics of the residual signal depends not only on fault \( f(t) \) and uncertainty \( d(t) \), but also on the nonlinear part \( \Psi \). Motivated by the method presented in [18], we propose using a reference residual model that describes the desired behavior of the residual vector \( r(t) \), to formulate the RFDF design problem as an \( H_{\infty} \) model-matching problem. In other words, the objectives are finding an idealized reference residual and minimizing the distance between the generated residual and the idealized reference residual. In the idealized case, the observed state \( \tilde{x}(t) \) and the time-delayed state \( \tilde{x}(t - \tilde{h}) \) should be equal, respectively, to \( x(t) \) and \( x(t - h) \); thus we have \( x(t) - \tilde{x}(t) = 0 \) and \( x(t - h) - \tilde{x}(t - \tilde{h}) = 0 \). Consequently, \( \Psi = g(x(t), x(t - h)) - g(\tilde{x}(t), \tilde{x}(t - \tilde{h})) = 0 \). Therefore, according to (6), and assuming \( \Psi = 0 \), the corresponding reference residual error model is given by

\[ \dot{e}_f(t) = (A - H C) e_f(t) + A_d e_f(t - h) \\
+ (B_f - H D_f) f(t) + (B_d - H D_d) d(t), \]

(7)

\[ r_f(t) = V' C e_f(t) + V' D_f f(t) + V' D_d d(t), \]

\[ e_f(t) = 0 \ (t \leq 0), \]

where \( e_f(t) \in \mathbb{R}^n \) is the reference model error state vector, \( r_f(t) \) is the reference model residual signal, and \( H \) and \( V \) are the parameters of the reference residual model to be designed.

Thus the overall system can be described by

\[ \dot{\eta}(t) = \bar{A} \eta(t) + \bar{A}_d \eta(t - h) + \bar{A}_d \int_{-h}^{-\tilde{h}} \dot{\tilde{x}}(t + s) ds \\
+ \bar{B} w(t) + \bar{C} \Psi, \]

(8)

\[ r_e(t) = r(t) - r_f(t) = \bar{C} \eta(t) + \bar{D} w(t), \]

where

\[ \eta(t) = \begin{bmatrix} e(t) \\ e_f(t) \end{bmatrix}, \]

\[ w(t) = \begin{bmatrix} f \\ d \end{bmatrix}, \]

\[ \bar{A} = \begin{bmatrix} A - HC & 0 \\ 0 & A - H C \end{bmatrix}, \]

\[ \bar{A}_d = \begin{bmatrix} A_d & 0 \\ 0 & A_d \end{bmatrix}, \]

\[ \bar{G} = \begin{bmatrix} G \\ 0 \end{bmatrix}, \]

\[ \bar{B} = \begin{bmatrix} B_f - H D_f & B_d - H D_d \\ B_f - H D_f & B_d - H D_d \end{bmatrix}, \]

\[ \bar{C} = \begin{bmatrix} V' C & -V' C \end{bmatrix}, \]

\[ \bar{D} = \begin{bmatrix} V' D_f - V' D_f & V' D_d - V' D_d \end{bmatrix}. \]

From (8), the design of the robust fault detection filter, which is the main objective of this work, may be formulated as an \( H_{\infty} \) model-matching design problem. Applying a robust \( H_{\infty} \) optimization control technique, for all exogenous disturbance inputs and nonlinear parts, the generated residual \( r(t) \) will be designed as closely as possible to the reference model residual \( r_f(t) \), independently of the unknown time-delay \( h \).

Thus, the problem of designing an observer-based RFDF can be described as designing the observer gain matrix \( H \) and the residual weighting matrix \( V \) such that

(i) systems (8) are robustly asymptotically stable;

(ii) under zero initial condition, for given constant \( \gamma > 0 \) and any nonzero \( w(t) \in L_2[0, \infty) \), systems (8) satisfy the following inequality:

\[ \|r_e(t)\|_2 < \gamma \|w(t)\|_2. \]

(10)

After designing the RFDF, the remaining important task is to decide, from the generated residual, if an alarm has to be
generated. One of the widely adopted approaches is to choose a so-called threshold \( I_{th} > 0 \) and, based on this, use the following logical relationship for fault detection:
\[
\|r(t)\|_{2, \tau} > I_{th} \implies \text{a fault has occurred} \implies \text{alarm}
\]
\[
\|r(t)\|_{2, \tau} < I_{th} \implies \text{no fault has occurred},
\]
where \( \|r(t)\|_{2, \tau} = \left[ \int_{t-	au}^{t} r(t)^{T} r(t) dt \right]^{1/2} \), \( \tau = t_{1} - t_{2}, t \in [t_{1}, t_{2}] \).

The threshold \( I_{th} > 0 \) can be chosen as \( I_{th} = \overline{f} + \overline{d} \), where \( \overline{f} > 0 \in R \) and \( \overline{d} > 0 \in R \) denote, respectively, the upper bound of the norm of fault \( f \) and exogenous disturbance \( d \), that is, \( \|f\| \leq \overline{f}, \|d\| \leq \overline{d} \).

**Remark 5.** There are many results on fault detection observer/filter design for time-delayed systems in the literature. In general, the observer, as the one in [16, 18], is designed in the following form:
\[
\dot{x}(t) = A \tilde{x}(t) + A_d \tilde{x}(t-h) + Bu(t) + Gg(\tilde{x}(t), \tilde{x}(t-h)) + H[y(t) - \tilde{y}(t)],
\]
\[
\tilde{y}(t) = C\tilde{x}(t) + Du(t),
\]
\[
r(t) = V[y(t) - \tilde{y}(t)].
\]
However, just as said in [14], the shortcoming of the above-mentioned observer is that the constant state-time delay \( h \) must be exactly known. If the time-delay \( h \) is unknown, the above observer will not work in practical applications.

### 3. Main Results and Proof

As mentioned in [24, 25], the design of a RFDF for the nonlinear time-delay system (1) can be formulated as an \( H_{\infty} \) model-matching problem. In this section, we first design the reference residual model and then express the RFDF design problem under an LMI formulation.

#### 3.1. Choice of the Reference Residual Model

As pointed out in [18], the selection of a suitable reference residual model is one of the key steps to design an RFDF for nonlinear time-delay systems. If the reference residual model is not selected suitably, miss alarms or false alarms may occur. In order to select a suitable reference residual model, we consider the following performance index \( I_f \):
\[
I_f = \left\| T_{rf,d}(s) \right\|_{\infty} - \left\| T_{rf,f}(s) \right\|_{\infty},
\]
\[
\Xi = \begin{bmatrix}
    A^{T}P + PA - CTY^{T} - YC + CTZC + Q
    & P(B_{d} - B_{f}) + Y(B_{f} - B_{d}) + CTZ(D_{d} - D_{f}) - \alpha^{2}I
    & PA_{d},

    * & 0

    * & -Q
\end{bmatrix} < 0
\]

holds and applying the time-delay adaptive law
\[
\dot{\overline{h}} = -\frac{1}{\eta} \left\{ \|PA_{d}\| + \|pG\rho_{2}\| \right\} \alpha(t), \quad \overline{h}(0) > \overline{h}
\]

where \( T_{rf,d}(s) \) and \( T_{rf,f}(s) \) are the transfer functions from \( f \) and \( d \) to the reference model residual \( r_f \).

Notice that if \( I_f \rightarrow \min \{ I_f \} \), then one has
\[
\left\| T_{rf,d}(s) \right\|_{\infty} \rightarrow \max \{ T_{r,rf}(s) \},
\]
\[
\left\| T_{rf,f}(s) \right\|_{\infty} \rightarrow \min \{ T_{rf,f}(s) \}.
\]

Therefore, according to the performance index \( I_f \), the reference residual model can be designed, which takes into account not only the robustness of the reference model residual against disturbance but also the sensitivity to faults.

For the sake of simplicity, we assume that \( l = m \). Consider the following transfer function:
\[
T = MT_{r,s}N = M \left[ T_{rf,f} T_{rf,d} \right] N,
\]

where the matrices \( M \in R^{pq} \), \( N \in R^{2l\times d} \) select the appropriate input/output channels or channels combinations and \( T \) satisfies the following equalities:
\[
T \left\{ \begin{array}{l}
\epsilon_f(t) = (A - \overline{H}C) \epsilon_f(t) + A_d \epsilon_f(t-h) + B_{f} \theta(t),
\end{array}
\right.
\]
\[
\overline{r}(t) = M \overline{v} e_f(t) + M \overline{d} D_{d} + D_{d} \epsilon_f(t-h) + B_{f} \theta(t),
\]

where \( \theta(t) = [d - f] \).

Choosing \( M = I_{pq}, N = [I_{hd} \ I_{bd}]^{T} \), and giving \( \alpha > 0 \), it follows that
\[
\left\| T \right\|_{\infty} = \left\| T_{r,rf} - T_{rf,d} \right\|_{\infty} < \left\| T_{rf,d} \right\|_{\infty} - \left\| T_{rf,f} \right\|_{\infty} < \alpha.
\]

Then the reference residual model can be designed by solving the following optimization problem:
\[
\begin{array}{c}
\min \alpha \\
s.t. \quad (13), (17) \text{ hold.}
\end{array}
\]

The following theorem provides a sufficient condition to ensure that, for a given \( \alpha > 0 \), the reference RFDF satisfies (16).

**Theorem 6.** Given \( \alpha > 0 \) and the reference residual model (7), if there exist symmetric matrices \( P = P^{T} > 0, Q = Q^{T} > 0, Z > 0, \) and \( Y \) such that
\[
\begin{bmatrix}
    A^{T}P + PA - CTY^{T} - YC + CTZC + Q
    & P(B_{d} - B_{f}) + Y(B_{f} - B_{d}) + CTZ(D_{d} - D_{f}) - \alpha^{2}I
    & PA_{d},

    * & 0

    * & -Q
\end{bmatrix} < 0
\]

then system (7), subject to Assumptions 1–3, is stable and satisfies \( \|T_{rf,d}\|_{\infty} - \|T_{rf,f}\|_{\infty} < \alpha \), where \( \alpha(t) = \|\overline{v}(t)\|, \eta > 0, \overline{h}(t) > \overline{h}, \overline{H} = P^{-1}Y, \) and \( \overline{V} = Z^{1/2} \).
Proof. Consider the following Lyapunov-Krasovskii function:

\[ V_1(t) = e_f^T(t) Pe_f(t) + \int_{-\hat{h}}^{t} e_f^T(\tau) Qe_f(\tau) d\tau + 2M \|PA_d\| \int_{-\hat{h}}^{0} \alpha(t+s) ds \]

\[ + \frac{\eta}{2} (\hat{h} - h)^2.\]  

Differentiating \( V_1 \) with respect to time \( t \), one has

\[ \dot{V}_1 \leq e_f^T(t) \left( P (A - \bar{H}C) + (A - \bar{H}C)^T P \right) e_f(t) + e_f^T(t) PA_d A_d^T Pe_f(t) + e_f^T(t-h) Qe_f(t-h) \]

\[ + 2e_f^T(t) PA_d \int_{-\hat{h}}^{t} \tilde{x}(t+s) ds + e_f^T(t) Qe_f(t) - e_f^T(t-h) Qe_f(t-h) + \eta (\hat{h} - h) \dot{h} \]

\[ - 2M \left( \|PA_d\| + \|\bar{P}C\| \right) \int_{-\hat{h}}^{0} \alpha(t) d\theta + \hat{h} \int_{-\hat{h}}^{0} \alpha(t+s) ds \].

Since \( \dot{\hat{h}} = -(1/\eta)M\|PA_d\| \alpha(t) \leq 0 \), one has \( \hat{h} \int_{-\hat{h}}^{0} \alpha(t+s) ds \leq 0 \). Under idealized condition, using the FDF (2), the observer error is asymptotically converging to zero; that is, \( x(t) - \hat{x}(t) \to 0 \), \( x(t-h) - \hat{x}(t-h) \to 0 \).

Then, one has

\[ \dot{V}_1 \leq e_f^T(t) \]

\[ \cdot \left( P (A - \bar{H}C) + (A - \bar{H}C)^T P + PA_d A_d^T P + Q \right) e_f(t).\]  

Define the following performance index \( J_1 \):

\[ J_1 = \int_{0}^{\infty} r_f(t) dt - \alpha^2 \int_{0}^{\infty} \theta^T(t) \theta(t) dt \]

\[ = \int_{0}^{\infty} \left[ r_f(t) - \alpha^2 \theta^T(t) \theta(t) + V_1(t) \right] dt - V_1(0) + \left. V_1(t) \right|_{t=0}.\]

Then, we have

\[ J_1 < \int_{0}^{\infty} \left[ r_f(t) - \alpha^2 \theta^T(t) \theta(t) + V_1(t) \right] dt.\]  

Let \( Y = P\bar{H}, Z = \bar{V}^T \bar{V}, M = I_{l \times q}, \) and \( N = [-I_{l \times l} \ I_{l \times l}]^T \); then

\[ r_f(t) = \left( M\bar{V}C\bar{e} + MD_1 N\theta \right)^T \left( M\bar{V}C\bar{e} + MD_1 N\theta \right) \]

\[ = \left( \bar{V}C\bar{e} + D_1 [\theta \ 0]^T \right)^T \left( \bar{V}C\bar{e} + D_1 [\theta \ 0]^T \right) \]

\[ = e_f^T C^T \bar{V} C \bar{e} + e_f^T C^T \bar{V} D_1 \theta^T + e_f^T C^T \bar{V} D_1 \theta^T \]

\[ - 8D_1^T \bar{V} C \bar{e} - 8D_1^T \bar{V} D_1 \theta^T + 8D_1^T \bar{V} D_1 \theta^T + e_f(t) \]

\[ \cdot e_f(t) - \alpha^2 \theta^T(t) \theta(t) \]

which may be rewritten as

\[ J_1 < \int_{0}^{\infty} \left[ r_f(t) - \alpha^2 \theta^T(t) \theta(t) + V_1(t) \right] dt.\]  

Let \( \Xi = \Xi(t) \), then \( \dot{\Xi} = \phi(t) \Xi(t) \). Then, \( \dot{\Xi} < 0 \) implies that \( \Xi(t) \to 0 \) as \( t \to \infty \).

The proof is completed.

\[ J_1 < \int_{0}^{\infty} \left[ r_f(t) - \alpha^2 \theta^T(t) \theta(t) + V_1(t) \right] dt.\]

3.2. Design of Robust Fault Detection Filter. In this section, we propose a theorem that gives a sufficient condition to guarantee that the RFDF system is stable and has a prescribed \( H_{\infty} \) performance, independently of the time-delay. Before presenting the theorem, the following lemmas are introduced.

Lemma 7. Given constant matrices \( \chi_1 = \chi_1^T > 0 \), \( \chi_2 = \chi_2^T > 0 \), and \( \chi_3 \), then \( \chi_1 + \chi_3 \chi_2^T \chi_3^T \chi_3 \) < 0, if and only if...
where holds and applying the time-delay adaptive law

\[ \dot{h} = -\frac{1}{\eta} M \left( \|P\overline{A}_d\| + \|P\overline{G}\rho_2\| \right) \alpha(t), \quad \dot{h}(0) > h \]  

(34)

then system (8), subject to Assumptions 1–3, is stable and satisfies \( \|z\|_2 < \gamma \|w\|_2 \), where \( \overline{h}(t) \geq \overline{h} \), \( \Omega_1 = P_1 A + A^T P_1 - Y C - C^T Y^T + 2\epsilon \rho_1^T \rho_2 + Q_1 \), \( \Omega_2 = P_2 A + A^T P_2 - P_2 \overline{H} C - C^T \overline{H}^T P_2 + Q_2 \), \( \eta > 0 \), \( \overline{H} = P^{-1} Y \), \( \alpha(t) = \|\overline{x}(t)\| \), and \( Q - I > 0 \); \( I \) denotes the identity matrix with appropriate dimensions.

**Proof.** Define the following Lyapunov-Krasovskii function:

\[ V_2 = V'_1 + V'_2 + V'_3 + V'_4 \]  

(35)

with

\[ V'_1 = \eta^T(t) P \eta(t), \]

\[ V'_2 = \int_{-\overline{h}}^{t} \eta^T(s) Q \eta(s) ds, \]

\[ V'_3 = \frac{\sigma}{2} (\overline{h} - h)^2, \]

\[ V'_4 = 2 M \left( \|P\overline{A}_d\| + \|P\overline{G}\rho_2\| \right) \int_{-\overline{h}}^{0} \int_{0}^{\overline{h}} \alpha(t+s) ds, \]

where \( P = \begin{bmatrix} P_1 & 0 \\ 0 & P_2 \end{bmatrix} \), \( Q = \begin{bmatrix} Q_1 & 0 \\ 0 & Q_2 \end{bmatrix} \).
From Assumption 2, it yields
\[
\|\Psi\| \leq \|\rho_1 (x(t) - \tilde{x}(t))\| \\
+ \|\rho_2 (x(t) - h - \tilde{x}(t - \tilde{h}))\| \\
\leq \|\rho_1 e(t)\| + \|\rho_2 (\tilde{x}(t) - h - \tilde{x}(t - \tilde{h}))\| \\
= \|\rho_1 e(t)\| + \|\rho_2 \int_{\tilde{h}}^{h} \tilde{x}(t + s) ds\|. \tag{38}
\]
From Lemma 8, one has
\[
2\eta^T(t) P G \Psi \leq 2\|\eta^T(t)\| \cdot \|PG\| \cdot \|\Psi\| \\
\leq 2\|\eta^T(t)\| \cdot \|PG\| \\
\cdot \left( \|\rho_1 e(t)\| + \|\rho_2 \int_{\tilde{h}}^{h} \tilde{x}(t + s) ds\| \right) \\
\leq 2\|\eta^T(t)\| \cdot \|PG\| \\
\cdot \left( \|\rho_1 e(t)\| + \|\rho_2 \int_{\tilde{h}}^{h} \tilde{x}(t) ds\| \right) \tag{39}
\]
Then
\[
\dot{V}_2 \leq \varepsilon^{-1} \eta^T(t) P G \tilde{G} \eta(t) + 2\varepsilon e^T(t) \rho_1 \rho_1 e(t) \\
+ 2\|\eta^T(t)\| \cdot \|PG\| \cdot \|\rho_2 \| \int_{\tilde{h}}^{h} \alpha(t + s) ds + \eta^T(t) \\
\cdot Q\eta(t) - \eta^T(t - h) Q\eta(t - h) + \varepsilon \sigma(h - h) \dot{\hat{h}} \\
- 2M \|P\tilde{A}_d\| \left( (h - h) \alpha(t) - \int_{\tilde{h}}^{h} \alpha(t + \theta) d\theta \right) \\
+ \hat{h} \int_{\tilde{h}}^{h} \alpha(t + s) ds. \tag{40}
\]
Consider the following performance index:
\[
J_2 = \int_{0}^{\infty} r_c^T(t) r_c(t) dt + \gamma^2 \int_{0}^{\infty} w^T(t) w(t) dt \\
= \int_{0}^{\infty} \left[ r_c^T(t) r_c(t) - \gamma^2 w^T(t) w(t) + V_2(t) \right] dt \\
- V_2(t)|_{t=0} + V_2(t) \\
\leq \int_{0}^{\infty} \left[ r_c^T(t) r_c(t) - \gamma^2 w^T(t) w(t) + V_2(t) \right] dt \\
\leq \int_{0}^{\infty} \left[ \eta^T(t) \eta(t) \right]^T \Omega \left[ \eta^T(t - h) \eta(t - h) \right] dt, \tag{43}
\]
Since \( \hat{h} = -(1/\varepsilon) M(\|P\tilde{A}_d\| + \|PG\|) \alpha(t) \), we have \( \hat{h} \int_{\tilde{h}}^{h} \alpha(t + s) ds \leq 0 \). Because \( \|x(t) - \tilde{x}(t)\| = \|e(t)\| \leq M \), and the above fault detection observer error is equal to zero under ideal condition, it holds that \( \|\eta(t)\| \leq M \).
where

\[
\Omega = \begin{bmatrix}
[A^T P + P A + 2\varepsilon \rho_1 \rho_0] & Q & P A_d & P B & C^T & P \Gamma \\
A_d^T P & 0 & 0 & 0 & 0 & 0 \\
B^T P & 0 & -\gamma^2 I & D^T & 0 & 0 \\
C & 0 & D & -I & 0 & 0 \\
G^T P & 0 & 0 & 0 & -\varepsilon I
\end{bmatrix}.
\]

(44)

From (35), one has \( \Omega < 0 \). Hence \( J_2 < 0 \) and \( \|\varepsilon\|_2 < \gamma \|w\|_2 \).

If \( w(t) = 0 \), from the above analysis, one has

\[
J_2 \leq \int_0^{\infty} \begin{bmatrix}
\eta(t) \\
\eta(t-h)
\end{bmatrix}^T \Omega' \begin{bmatrix}
\eta(t) \\
\eta(t-h)
\end{bmatrix} dt,
\]

(45)

where \( \Omega' = \begin{bmatrix}
\tilde{A}^T P + P \tilde{A} + 2\varepsilon \rho_1 \tilde{\rho}_0 + C^T \tilde{C} + Q & P \tilde{A}_d & P \tilde{B} \\
\tilde{A}_d^T P & -Q & 0 & 0 \\
\tilde{G}^T P & 0 & -\varepsilon I
\end{bmatrix} \).

Obviously, \( \Omega < 0 \Rightarrow \Omega' < 0 \). Furthermore, transferring \( \Omega' \), one has

\[
\begin{bmatrix}
A^T P + P A + 2\varepsilon \rho_1 \rho_0 & C^T + Q & P A_d & P G \\
0 & -\varepsilon I & 0 & 0 \\
0 & 0 & -\varepsilon I
\end{bmatrix} < 0
\]

(46)

which implies that if \( w(t) = 0 \), then \( V'_2 < 0 \). If (35) holds, then (46) holds. Hence, system (8) is stable.

The proof is completed.

The last step of fault detection is to evaluate the residual. This is a decision making process that always comes down to a threshold logic of a decision function. From Assumption 2 \( (d \in L_2) \), we can further have \( \|d(t)\|_2 = S \), where \( S > 0 \) is a constant. By using Theorem 9, we obtain \( \gamma_d = \sup_{d \in L_2} \|r\|_2/\|d\|_2 \). In the fault-free case, the generated residual \( r(t) \) is only affected by the disturbance input \( d(t) \).

Therefore, the threshold \( J_{th} \) can be determined by

\[
J_{th} = \gamma_d \|d(t)\|_2 = \gamma_d S.
\]

(47)

The fault detection decision logic can be designed as

\[
\|r(t)\|_2 > J_{th} \implies \text{a fault has occurred} \implies \text{alarm}
\]

\[
\|r(t)\|_2 < J_{th} \implies \text{no fault has occurred}.
\]

(48)

Remark 10. In [18], \( \Psi \) was described as \( \Psi = g(x(t), x(t-h)) - g(\bar{x}(t), \bar{x}(t-h)) \). From Assumption 2 in [18], one has

\[
\|\Psi\| \leq \|\rho_1 (x(t) - \bar{x}(t))\|
\]

\[
+ \|\rho_2 (x(t-h) - \bar{x}(t-h))\|
\]

\[
\leq \|\rho_1 e(t)\| + \|\rho_2 e(t-h)\|.
\]

(49)

However, if time-delay \( h \) is an unknown constant, \( \|\Psi\| \) and \( \|\Psi\|^2 \) are not available and can not be used in the design procedure. In this paper, an improved observer is proposed, in which \( h \) is replaced by the estimation value \( \hat{h} \). Then, \( \Psi \) is presented in the following form:

\[
\Psi = g(x(t), x(t-h)) - g(\bar{x}(t), \bar{x}(t-h))
\]

(50)

Furthermore, by using Newton-Leibniz Formula, one has

\[
\|\Psi\|^2 \leq 2 \|\rho_1 e(t)\|^2 + 2 \|\rho_2 e(t-h)\|^2.
\]

(51)

3.3. Fault Estimation. After detecting the fault, fault isolation and estimation are considered. Similar to [21], by a bank of so-called fault isolation observers, fault pattern and location can be obtained. In this paper, it is assumed that faults have been isolated and fault isolation is not studied further. In the following, we will investigate the fault estimation problem.

In order to estimate the fault, a following observer is constructed:

\[
\dot{\hat{x}}(t) = A \hat{x}(t) + A_d \hat{x}(t-h) + B u(t)
\]

\[
+ C g(\bar{x}(t), \bar{x}(t-h)) + B_f \tilde{f}(t)
\]

\[
+ H [y(t) - \bar{y}(t)],
\]

(52)

\[
\tilde{y}(t) = C \hat{x}(t) + D u(t) + D_f \tilde{f}(t),
\]

\[
r(t) = V [y(t) - \bar{y}(t)],
\]
where \( \hat{x}(t) \in \mathbb{R}^n \) is the observer state vector, \( \hat{y}(t) \in \mathbb{R}^q \) is the observer output vector, \( \hat{h} \) and \( \hat{f} \) are the estimation values of \( h \) and \( f \), respectively, and \( r(t) \) is the so-called generated residual signal. The observer gain matrix \( H \) and the residual weighting matrix \( V \) will be defined later.

Let

\[
e = x(t) - \hat{x}(t),
\]

\[
\tilde{f} = f(t) - \hat{f}(t).
\]

Then, the error dynamics can be described as

\[
\dot{e}(t) = (A - HC)e(t) + A_d \hat{x}(t-h) - A_d x(t-h) + (B_f - HD_f) \tilde{f}(t) + (B_d - HD_d) \tilde{d}(t) + G \Psi.
\]

Equation (54) can be rewritten as

\[
\dot{e}(t) = (A - HC)e(t) + A_d \dot{e}(t-h) + A_d \hat{x}(t-h) - A_d x(t-h) + (B_f - HD_f) \tilde{f}(t) + (B_d - HD_d) \tilde{d}(t) + G \Psi.
\]

To realize the above-mentioned fault diagnosis objective, the following Theorem 11 is proposed.

**Theorem 11.** Consider system (1) subject to Assumptions 1–3. For a given positive constant \( \alpha > 0 \), if there exist a scalar \( \epsilon > 0 \) and matrices \( P_1 = P^T_1 > 0, P_2 = P^T_2 > 0, Q_1 = Q^T_1 > 0, Q_2 = Q^T_2 > 0, Y, \) and \( V \) such that

\[
\Xi = \begin{bmatrix}
\Omega_1 & 0 & P_1 A_d & 0 & P_1 B_f - YD_f & P_1 B_d - YD_d & C^T V^T & P_1 G \\
\ast & \Omega_2 & 0 & P_2 A_d & P_2 (B_f - HD_f) & P_2 (B_d - HD_d) & -C^T V^T & 0 \\
\ast & \ast & 2 \rho_2^T \rho_2 - Q_1 & 0 & 0 & 0 & 0 & 0 \\
\ast & \ast & \ast & Q_2 & 0 & 0 & 0 & 0 \\
\ast & \ast & \ast & \ast & -\gamma^2 I & 0 & D_f^T \left( V^T - V^r \right) & 0 \\
\ast & \ast & \ast & \ast & \ast & -\gamma^2 I & D_d^T \left( V^T - V^r \right) & 0 \\
\ast & \ast & \ast & \ast & \ast & \ast & -I & 0 \\
\ast & \ast & \ast & \ast & \ast & \ast & \ast & -\epsilon I \\
\end{bmatrix} < 0,
\]

(57)

\[
FC = (B_f - HD_f)^T P
\]

then, using the following adaptive laws:

\[
\dot{\hat{h}} = -\frac{1}{\eta} M \left( \|P A_d\| + \|P G p_2\| \right) \alpha(t), \quad \tilde{h}(0) > \tilde{h},
\]

\[
\dot{\hat{f}} = -\eta \Gamma F e_y(t), \quad \tilde{f}(0) = 0,
\]

(59)

the closed-loop system (56) is stable with \( \|e\| < \alpha \|d\| \), where \( \alpha(t) = \|\hat{x}(t)\|, \eta_f > 0, \) and \( \Gamma = \Gamma^T > 0 \) are adaptive rates, and \( \eta \) is selected such that \( \tilde{h}(0) > \tilde{h}, Q - I > 0, \) and \( I \) denotes the identity matrix with appropriate dimensions.

**Proof.** Define the following Lyapunov-Krasovskii function:

\[
V_3(t) = e^T(t) Pe(t) + \int_{t-h}^{t} e^T(r) Q e(r) \, dr + 2 M \left( \|P A_d\| + \|P G p_2\| \right) \int_{t-h}^{t} \int_{0}^{\tau} \alpha(t + s) \, ds \, d\tau
\]

\[
+ \frac{\eta}{2} (\tilde{h} - h)^2 + \eta_f \left( \tilde{f} - f \right)^T \Gamma^{-1} \left( \tilde{f} - f \right),
\]

where \( P = \begin{bmatrix} P_1 & 0 \\ 0 & P_2 \end{bmatrix}, Q = \begin{bmatrix} Q_1 & 0 \\ 0 & Q_2 \end{bmatrix} \).

(60)
Differentiating $V_3$ with respect to time $t$, one has

\[
V_3 \leq e^T(t) \left( P(A - HC) + (A - HC)^T P \right) e(t) + e^T(t) PA_d A_d^T Pe(t) + e^T(t) e(t) - h + 2e^T(t) \cdot P \int_{-\hat{h}}^{h} \hat{x}(t + s) ds + GΨ \]  

\[
- HD_f \hat{f} + 2e^T(t) P(B_d - HD_d) d(t) + 2e^T(t) P \left( B_{d} - HD_d \right) d(t) + e^T(t) \cdot Q e(t) - e^T(t) \cdot \hat{h} \]  

(61)

From Assumption 2 and $\|Ψ\| \leq \|\rho_1 e(t)\| + \|\rho_2 \int_{-\hat{h}}^{\hat{h}} \hat{x}(t + s) ds\|$, it yields

\[
2e^T(t) P G Ψ \leq e^T(t) P G G^T P e(t) + 2e^T(t) \rho_1^T \rho_1 e(t) + 2\|e(t)\| + \|PG\| \int_{-\hat{h}}^{\hat{h}} \alpha(t + s) ds. \]  

(62)

Because $\hat{h} = -\alpha/M\|PA_d\| + \|PG\|\|\alpha\| \leq 0$, we have

\[
\int_{-\hat{h}}^{\hat{h}} \alpha(t + s) ds \leq 0. \]  

Notice that $Q - I > 0$; then

\[
V_3 \leq e^T(t) \left( P(A - HC) + (A - HC)^T P + PA_d A_d^T P \right) e(t) + Q + e^{-1} P G G^T P + 2e^T \rho_1^T \rho_1 e(t) + 2e^T(t) \cdot P \left( B_{d} - HD_d \right) d(t) \]  

(63)

Now, define the following performance index:

\[
J_3 = \int_0^\infty e^T(t) (P(A - HC) + (A - HC)^T P + PA_d A_d^T P + Q + e^{-1} P G G^T P + 2e^T \rho_1^T \rho_1 e(t) + 2e^T(t) \cdot P \left( B_d - HD_d \right) d(t) - 2f^T F D f \hat{f}(t) - 2f^T F D_d d(t) + 2e^T(t) \cdot P \left( B_{d} - HD_d \right) d(t) \]  

(64)

which can be rewritten as

\[
J_3 < \int_0^\infty \left[ \begin{array}{c} e(t) \\ f(t) \\ d(t) \end{array} \right]^T \Xi_1 \left[ \begin{array}{c} e(t) \\ f(t) \\ d(t) \end{array} \right] dt, \]  

(65)

where

\[
\Xi_1 = \left[ \begin{array}{ccc} P(A - HC) + (A - HC)^T P + PA_d A_d^T P + Q + e^{-1} P G G^T P + 2e^T \rho_1^T \rho_1 + I & 0 & (B_d - HD_d)^T P \\ 0 & -FD_f & -D_d^T F \\ P \left( B_d - HD_d \right) & -D_d F & -\alpha^2 I \end{array} \right] \]  

(66)

(67)

From (57), one has $\|e\|_2 < \alpha\|d\|_2$. If

\[
\Xi'_1 = \left[ \begin{array}{ccc} P(A - HC) + (A - HC)^T P + PA_d A_d^T P + Q + e^{-1} P G G^T P + 2e^T \rho_1^T \rho_1 + I & 0 & 0 \\ 0 & -FD_f & 0 \\ 0 & 0 & -\alpha^2 I \end{array} \right] < 0. \]  

(68)
holds, then $\dot{V}_3 < 0$ under the condition $d(t) = 0$. Obviously, if (57) holds, then (68) holds. Therefore, system (56) is asymptotically stable.

The proof is completed.

**Remark 12.** Because of the existence of unknown disturbances, from the fault detection mechanism (54), the adaptive laws can be redesigned as

$$\dot{\hat{f}} = P \{-\eta_1^T F e_y(t) D[e_y(t), J(t)]\}, \quad (69)$$

where the dead-zone operator $D[\cdot]$ is defined by

$$D[e_y(t), r(t)] = \begin{cases} 0, & \|J(t)\| \leq J_{\text{th}} \\ e_y(t), & \|J(t)\| > J_{\text{th}} \end{cases} \quad (70)$$

where $J_{\text{th}} = \gamma_d \|d(t)\|_2 = \gamma_d S$.

**Remark 13.** If there exist two known constants $f_{\text{min}}, f_{\text{max}}$ such that $f_{\text{min}} \leq |f(t)| \leq f_{\text{max}}$, then the fault $f(t)$ can be modeled in the following form:

$$f(t) = \frac{1}{2} (f_{\text{max}} - f_{\text{min}}) (1 - \tanh \theta) + f_{\text{min}}, \quad (71)$$

where $\theta$ is an unknown constant. Thus, estimating the fault $f(t)$ consists in estimating $\theta$; that is to say

$$\dot{\hat{f}}(t) = \frac{1}{2} (f_{\text{max}} - f_{\text{min}}) (1 - \tanh \hat{\theta}) + f_{\text{min}}, \quad (72)$$

which prevents the phenomenon of parameter drift in the presence of bounded disturbances and ensures $f_{\text{min}} \leq |\hat{f}(t)| \leq f_{\text{max}}$.

### 4. Simulation Results

Consider the following time-delayed nonlinear system:

$$\dot{x}(t) = Ax(t) + A_dx(t-d) + Bu(t)$$
$$+ Gg(x(t), x(t-h)) + B_f f(t) + B_dd(t),$$
$$y(t) = Cx(t) + Du(t) + Gg(x(t), x(t-h))$$
$$+ D_ff(t) + D_dd(t),$$
$$x(t) = 0, \quad t \in [-h,0],$$

where

$$A = \begin{bmatrix} -1.2 & 0.1 \\ -0.1 & -1.0 \end{bmatrix}, \quad A_d = \begin{bmatrix} -0.6 & 0.7 \\ -1.0 & -0.8 \end{bmatrix},$$

$$B = \begin{bmatrix} 0 \\ 0.2 \end{bmatrix}, \quad C = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix},$$

$$D = 0,$$

$$G = \begin{bmatrix} 0.1 & 0.3 \\ 0.2 & 0.5 \end{bmatrix},$$

$$B_f = \begin{bmatrix} 0.7 & 0 \\ -0.5 & 0 \end{bmatrix},$$

$$B_d = \begin{bmatrix} 0 & 1.0 \\ 0 & 0.2 \end{bmatrix},$$

$$D_f = \begin{bmatrix} 0 & -0.4 \\ 0 & 0.8 \end{bmatrix},$$

$$D_d = \begin{bmatrix} 1.5 & 0 \\ 0.2 & 0 \end{bmatrix},$$

$$g(x(t), x(t-h)) = \sin 0.2x(t) + \sin 0.1x(t-h),$$

$$h = 0.5 \text{ s},$$

$$d = 0.1 \sin t.$$

From Theorem 6, by solving LMI (19), one has

$$P = \begin{bmatrix} 0.6248 & 0.0610 \\ 0.0610 & 0.4262 \end{bmatrix},$$

$$Q = \begin{bmatrix} 1.1752 & -0.1434 \\ -0.1434 & 1.4028 \end{bmatrix},$$

$$Z = \begin{bmatrix} 0.8685 & 0.0672 \\ 0.0672 & 1.8887 \end{bmatrix},$$

$$Y = \begin{bmatrix} 0.8536 & -0.5914 \\ 0.2573 & 1.9270 \end{bmatrix},$$

$$\alpha_{\min} = 0.6391.$$
Furthermore, we obtain the observer gain matrix $\overline{H}$ and the residual weighting matrix $V$,

$$
\overline{H} = \begin{bmatrix}
1.3259 & -1.4076 \\
0.4140 & 4.7225
\end{bmatrix},
$$

$$
V = \begin{bmatrix}
0.9315 & 0.0291 \\
0.0291 & 1.3740
\end{bmatrix}.
$$

(76)

In this study, $\varepsilon, \rho_1, \rho_2$ are selected as [16, 18]

$$
\varepsilon = 0.1,
$$

$$
\rho_1 = \begin{bmatrix}
0.2 & 0.1 \\
0.3 & 0.2
\end{bmatrix},
$$

$$
\rho_2 = \begin{bmatrix}
0.1 & 0.2 \\
0.3 & 0.1
\end{bmatrix}.
$$

(77)

By using Theorem 11, we obtain the solutions of LMI (35) with $P_1, P_2, Q_1, Q_2, V, Y$ and minimal $\gamma_{\text{min}}$, respectively, as follows:

$$
P_1 = \begin{bmatrix}
24.0724 & -12.6296 \\
-12.6296 & 10.7939
\end{bmatrix},
$$

$$
Q_1 = \begin{bmatrix}
44.0436 & 2.0634 \\
2.0634 & 71.8486
\end{bmatrix},
$$

$$
P_2 = \begin{bmatrix}
29.9378 & 8.3931 \\
8.3931 & 16.0890
\end{bmatrix},
$$

$$
Q_2 = \begin{bmatrix}
64.3589 & 17.5958 \\
17.5958 & 67.3153
\end{bmatrix},
$$

$$
V = \begin{bmatrix}
0.4468 & -0.0364 \\
-0.0364 & 0.0128
\end{bmatrix},
$$

$$
Y = \begin{bmatrix}
35.0527 & 28.7520 \\
28.7520 & 78.3480
\end{bmatrix},
$$

$$
\gamma_{\text{min}} = 0.6402.
$$

(78)

Then, one has the observer gain matrix $H$:

$$
H = \begin{bmatrix}
4.2442 & 12.9558 \\
5.3140 & 22.4176
\end{bmatrix}.
$$

(79)

In this paper, to illustrate the effectiveness of the proposed algorithm, two fault cases are considered: abrupt fault case and incipient fault case.

4.1. Abrupt Fault Case. In this case, fault $f(t) = [f_1(t), f_2(t)]^T$ is defined in following form:

$$
f_1(t) = \begin{cases}
0, & 0 \leq t \leq 3 \\
0.5, & 3 < t \leq 8 \\
0, & t > 8,
\end{cases}
$$

$$
f_2(t) = \begin{cases}
0, & 0 \leq t \leq 3 \\
0.4, & 3 < t \leq 8 \\
0, & t > 8.
\end{cases}
$$

(80)

The fault signal $f(t)$ and the generated residual signals $r(t)$ (including $r_1(t)$ and $r_2(t)$) are shown in Figures 1 and 2, respectively. Figure 3 shows the evolution of residual.
evaluation function \( \| r(t) \| \), from which the fault can be detected.

4.2. Incipient Fault Case. As pointed out in [18], in many real physical systems, the fault evolves slowly. In this case, the fault \( f(t) \) is assumed to be an incipient fault, which is shown in Figure 4. The generated residual signals \( r(t) \) (including \( r_1(t) \) and \( r_2(t) \)) and the evolution of residual evaluation function are illustrated in Figures 5 and 6, respectively.

5. Conclusions

In this paper, the problem of fault detection and estimation of nonlinear time-delayed systems with constant but unknown state time-delay is studied. A new fault detection filter with adaptation to the time-delay is proposed. Then, a reference residual model is introduced to formulate the robust fault detection filter design problem as an \( H_\infty \) model-matching problem. A novel robust adaptive fault estimation algorithm is proposed where the time derivative of the output errors has not been computed. In addition, applying a robust \( H_\infty \) optimization control technique, sufficient conditions for the existence of the fault detection filter are derived in terms of LMI. In future, we will consider the fault diagnosis and fault tolerant control of actuators and sensors when both the input and the state are time-delay.
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