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1. Introduction

Compared with the analog active phased array radar, a digital array radar (DAR) or a radar with digital beamforming architecture has the potential of increasing system dynamic range in the main beam, more freedoms for adaptive-nulling, more effective time-energy management, and so on [1]. An active DAR hosts thousands of digital transmit/receive modules, in which low noise amplification, frequency mixing, and band pass filtering are performed as the analog receiving channel. The variability in amplitude and phase in the analog receiving channel leads to the channel-to-channel mismatch, which is the main reason of high side lobe levels for digital beam forming (DBF) and low jamming suppression ratio when using side lobe cancellation [2]. Thereby, the calibration system is essential for a DAR to achieve high performance, though it is quite expensive in time and operative costs [3].

Calibration system with single frequency injections is usually used in a DAR, compensating the channel-to-channel difference with one tap weight for each working frequency bin. It is only a compensation of one frequency point, so that the differences of amplitudes and phases in other frequencies in the instantaneous frequency bandwidth remain even for a narrow band system [4].

Considering the channel-to-channel differences of the multiple frequencies in the bandwidth, adaptive equalization with a finite impulse response structure is employed in each of the channels to correct the channel transfer functions in [2]. All the channels match the reference channel in gain and phase by injecting a linear frequency modulation calibration signal sweeping the instant bandwidth. The data used for calculating the weights of the equalizers must be transferred to a calculating unit down the array panel in such a calibration system. The equalizer weight after calculation should again be transferred back to the digital transmit/receive modules via an uplink channel. Debugging and testing of such a transferring system is too complicated for a DAR with thousands of channels.

To simplify the implementation of the calibration system and to improve the performance of a DAR simultaneously, an internal calibration technique based on blind equalization (BE) [5] is proposed in this paper. BE is an approach commonly utilized to counter the effects of intersymbol interferences in communication systems. The difference between BE and adaptive equalization lies in that BE needs no training sequence, which means more efficient use of the bandwidth in the communication scenarios [6]. However, for a radar calibration system, calibration signal is a known sequence
to the system designer. The significance of the convergence without training sequence lies in that we can capture the set of calibration signal randomly, without considering the accuracy of the timing signals. Another merit of BE is that the closed-loop of such a calibration process is only implemented within each individual digital transmit/receive modules, without linking with other subsystems.

Of all the blind equalization algorithms, constant modulus algorithm (CMA) is the most classical and implemented in practice [5, 6]. CMA is a stochastic gradient based algorithm exploiting fractionally spaced structure or symbol spaced structure. Fractionally spaced equalizer (FSE) generally performs better than symbol spaced equalizer due to its improved time phase selectivity and global convergence [7, 8]. Hence, FSE relaxes the demand on the accuracy of the timing signal, which is significant for a DAR requiring a synchronization of thousands of channels. Radar systems exploiting FSEs should set their sampling data rate much higher than the instantaneous band width. Since the input data of the FSEs is above the Nyquist rate, the computational burden increases with the increase of the dimension of the FSE subchannels.

Incorrect equalizer coefficients will lead to serious performance degradation for digital beamforming and the subsequent processing. For a DAR with thousands of channels and hundreds of working frequencies, the implementation of the fractionally spaced CMA (FS-CMA) reaches millions of times in one day. The reliability of achieving a correct equalizer is of great significance in such a complicated system. The reason lies in that the error in one channel in digital domain will be large enough to cover the weak target signal of the radar. To improve the reliability of BE, we induce the concept of recognition [9], which consists of the recognition of the calibration signal and the convergence status of the FS-CMA. As well as the mean square error (MSE), the convergence property of the equalizer and the quality of the calibration signal are all under the surveillance of the recognition approach. The recognitive capability exploited for channel equalization is part of the concept of a recognitive radar, which has been widely discussed [10–12]. The recognition of the calibration signal is also a concept of knowledge based radar [13, 14], since the signal is a priori knowledge.

In this paper, Section 2 describes the conventional multichannel model of FS-CMA, Section 3 describes our FS-CMA with recognition function in detail and illustrates the approach of constructing the recognition description word (RDW). We validate the performance of the proposed approach in Section 4 through computer simulations. Conclusions are given in Section 5.


The equivalent multichannel model of the conventional FS-CMA is shown in Figure 1.

We define the time interval of the Nyquist sampling frequency as $T$. Suppose that we sample the analog signal with a data rate of $M$ times the Nyquist sampling rate, with signal samples spaced $T/M$ apart. The output of the $i$th subchannel becomes [15]

$$x_i(k) = c_i \otimes p(k) + \xi_i(k),$$

(1)

where $k$ is the discrete time instant, $x_i(k)$ is the output data of the $i$th equivalent subchannel, $p(k)$ is the common transmitted signal in stochastic phase-shift keying modulation, $c_i = [c_i^0, c_i^1, c_i^2, \ldots, c_i^{Q-1}]^T$ is the discrete channel impulse response of the $i$th subchannel with $Q$ referring to the number of coefficients, $\xi_i(k)$ is the additive white Gaussian noise in the $i$th subchannel, and $\otimes$ is the operator of convolution.

The output of the $i$th subequalizer can be written as

$$y_i(k) = f_i(k) \otimes x_i(k),$$

(2)

where $f_i(k)$ denotes the $i$th subequalizer of $N_f \times 1$ dimension. The output of the fractionally spaced equalizer is a combination of all the subequalizers

$$z(k) = \frac{1}{M} \sum_{i=0}^{M-1} y_i(k).$$

(3)

The cost function of CMA in accordance with the minimum mean square error (MMSE) criterion can be expressed as

$$\chi = E \left\{ (y - |z(k)|^2) \right\},$$

(4)

where $E\{\cdot\}$ represents mathematical expectation, $| \cdot |$ denotes the modulus calculation, and [6]

$$y = \frac{E \left\{ |p(k)|^4 \right\}}{E \left\{ |p(k)|^2 \right\}}.$$  

(5)

Parameter $y$ in (5) represents the constant modulus of the calibration signal. As the modulus of the equalizer output varies above or below $y$, we get an error term to determine the update direction of the equalizer, which is described as follows.

The error term for equalizer update obtained by nonlinear transform (NLT) is of the following form:

$$e(k) = z(k) \left[y - |z(k)|^2\right].$$  

(6)

The input regressor of the $i$th equalizer can be defined as

$$X_i(k) = \left[ x_i(k) \ x_i(k-1) \ \cdots \ x_i(k-N_f+1) \right]^T;$$  

(7)

thereby we can express the iteration process of the $i$th equalizer as

$$f_i(k+1) = f_i(k) + \mu_i \cdot X_i^*(k) e(k),$$  

(8)

where $\mu_i$ denotes the step size factor and $[\cdot]^*$ denotes the conjugate operation. The convergence speed and residual mean square error of the FS-CMA equalizer are controlled by $\mu_i$; that is, larger $\mu_i$ means fast convergence rate and larger residual mean square error while less $\mu_i$ means slow convergence rate and less residual mean square error.
3. FS-CMA with Recognition Capability

The BE in a digital transmit/receive module runs in an automatic mode, and the validity of the results relies on two basic conditions. One is the correctness of the calibration signal, and the other is the proper convergence of FS-CMA. Hence, we add recognition capability to FS-CMA to monitor the calibration signal and the convergence of the algorithm. The basic structure is shown in Figure 2.

To evaluate the performance of the FS-CMA, we define the mean square error (MSE) as

$$
\zeta = \frac{1}{N_s} \sum_{k=0}^{N_s-1} \left( y - |z(k)|^2 \right) \left( y - |z(k)|^2 \right),
$$

where $N_s$ is the number of samples for MSE calculation.

The implementation of recognition is based on several parameters, such as the MSE of FS-CMA, the output modulus of the subequalizer, and the signal quality of its input, the details of which will be discussed in the following section.

3.1. The Recognition of the Calibration Signal. Timing synchronization is essential for an adaptive equalizer to recover the calibration signal accurately, which is used as the training sequence. However, it is unnecessary for BE because its convergence relies on the constant modulus of the transmitted signal. Timing synchronization debugging among the multiple digital transmit/receive modules is a tough task for a DAR with thousands of channels. Hence, it is a superiority for BE to accomplish the convergence without rigid demand on the timing signal.

The first step of recognition is signal detection. We detect the calibration signal by comparing the modulus of the receiving signal with a predefined threshold. The envelope of the signal in the $i$th subchannel is defined as

$$
A_i(k) = \sqrt{x_{I_i}(k)^2 + x_{Q_i}(k)^2},
$$

where $x_{I_i}(k)$ and $x_{Q_i}(k)$ denote the in-phase and quadrature component of the input signal $x_i(k)$, respectively.

The variance of the receiver noise $\sigma^2$ is recorded as a priori knowledge, and the threshold for detection is set according to the noise variance as follows:

$$
\rho_n = \sigma^2 + \eta,
$$
where \( \eta \) is set according to the radar system. The signal is detected according to the following inequality:

\[
A_i(k) < \rho_n, \\
A_i(k + 1) > \rho_n, \\
\text{rising edge of the signal}, \\
A_i(k) > \rho_n, \\
A_i(k + 1) < \rho_n, \\
\text{falling edge of the signal.}
\]

The pulse width and amplitude of the received calibration signal are obtained by measuring the modulus of the signal, and we will compare them with the set value getting from the control word of the radar system. We calculate the mean value of the received signal in the \( i \)th subchannel as follows:

\[
\overline{A}_i = \frac{1}{N_p} \sum_{k=1}^{N_p} A_i(k),
\]

where \( N_p \) is the number of samples above the threshold in (11).

The pulse width is obtained by counting the samples from the rising edge of the pulse to the falling edge of the pulse, which is denoted by

\[
\tau_{PW} = \text{TOA}_r - \text{TOA}_f,
\]

where \( \text{TOA}_r \) denotes the rising edge and \( \text{TOA}_f \) denotes the falling edge.

Other two important parameters are retrieved after matched filter processing (pulse compression) due to their sensitivity to the error in the receiving channel. Pulse width and amplitude of the peak after pulse compression (PC) processing are obtained. The PC processing is usually calculated as follows [16]:

\[
u(k) = \text{IFFT}[\text{FFT}[x(k)] \cdot \text{FFT}[p(k)]^*],
\]

where \( \text{FFT}[\cdot] \) and \( \text{IFFT}[\cdot] \) refer to fast Fourier transform (FFT) and inverse FFT, respectively.

The amplitude of the pulse after PC can be obtained by searching the maximum value of the modulus of \( u(k) \)

\[
A_p = \max \{|u(k)|\}, \quad k = 1: N_c,
\]

where \( \max\{\cdot\} \) denotes searching the maximum value of the modulus and \( N_c \) is the data length of pulse compression. We set a threshold \( \rho_p \) to measure the peak width after PC as follows:

\[
|u(k)| < \rho_p, \\
|u(k + 1)| > \rho_p, \\
\text{rising edge of the signal}, \\
|u(k)| > \rho_p, \\
|u(k + 1)| < \rho_p, \\
\text{falling edge of the signal},
\]

Table 1: Conditions of quantization decision of the parameters in RDW1.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Decision value</th>
<th>Decision value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_m )</td>
<td>( A_m &gt; \eta_s: 1 )</td>
<td>( A_m \leq \eta_s: 0 )</td>
</tr>
<tr>
<td>( \tau_{PW} )</td>
<td>( \tau_{PW} &gt; \eta_s: 1 )</td>
<td>( \tau_{PW} \leq \eta_s: 0 )</td>
</tr>
<tr>
<td>( A_p )</td>
<td>( A_p &gt; \eta_p: 1 )</td>
<td>( A_p \leq \eta_p: 0 )</td>
</tr>
<tr>
<td>( \tau_{PC} )</td>
<td>( \tau_{PC} &gt; \eta_s: 1 )</td>
<td>( \tau_{PC} \leq \eta_s: 0 )</td>
</tr>
</tbody>
</table>

where \( \rho_p \) is corresponding to \(-3\) dB sidelobe level. The width of the peak is defined as

\[
\tau_{PC} = |y(k)|_{L3dB} - |y(k)|_{R3dB},
\]

where \( |y(k)|_{L3dB} \) refers to the left side of the \( 3 \) dB pulse width after PC and \( |y(k)|_{R3dB} \) refers to the right side of the \( 3 \) dB pulse width after PC.

We define a recognition description word (RDW) to evaluate the recognition results on the calibration signal, which consists of the parameters discussed above. We term the word as

\[
\text{RDW1} = [A_m, \tau_{PW}, A_p, \tau_{PC}].
\]

If the estimated value of the parameter is within the scope of the error tolerance, we set 1 as the parameter value; in return, we set 0 as the parameter value. The quantization decision conditions of the parameters in (19) are shown in Table 1.

### 3.2. Recognition of the Convergence of FS-CMA

#### 3.2.1. Surveillance of the MSE

Firstly, we define the instantaneous error of FS-CMA as

\[
e_s(k) = (y - |z(k)|^2) (y - |z(k)|^2)^*,
\]

and a filter of \( N_h \times 1 \) dimension as

\[
h = [1, 1, \cdots, 1]^T.
\]

As we all know, the MSE curve of an adaptive algorithm is achieved by Monte Carlo simulation of hundreds of times, while what we need is to surveillance the convergence property during one convergence process. Hence, we define a smooth version of the error during one convergence process as

\[
\xi_0(k) = h \otimes e_s(k).
\]

Surveillance of the MSE is judged by comparing \( \xi_0(k) \) with a threshold \( \rho_M \). If the following inequality is established

\[
\xi_0(k) > \rho_M,
\]

we say that the algorithm is in a nonsteady state. Here \( \rho_M \) is the threshold of MSE.
3.2.2. Surveillance of the Equalizer. Center spike initialization is usually used to initialize the weight vector of FS-CMA, which is defined as \([0, 0, \ldots, 0, 1, 0, 0, \ldots, 0]^T\). In other words, only the center spike of the equalizer vector is initialized as one, while all the other taps are initialized as zeros. The taps neighboring the center spike (if \(N_f\) is an even number, the center spike will be \(f_{N_f/2}(k)\); if \(N_f\) is an odd number, the center spike will be \(f_{(N_f+1)/2}(k)\)). In this paper \(f_{N_f/2}(k)\) is used to denote the center spike for simplicity) of the weight vector are usually significant, while the taps far from it are small. Though the center spike is the most significant tap during the convergence process, its value changes little in comparison with the original 1. However, the tap beside the center spike changes obviously during the convergence process. Therefore, we define a difference between the tap \(f_{N_f/2-1}(k)\) and its time delay version as the observation parameter, which is chosen near the center spike \(f_{N_f/2}(k)\). Another reason of choosing \(f_{N_f/2-1}(k)\) instead of the taps far from the center spike lies in that those taps are usually small and easily affected by noise.

One tap coefficient \(f_{N_f/2-1}(k)\) and its time delay version \(f_{N_f/2-1}(k-d)\) in the weight vector are under observation for the surveillance of the weight. The difference between them will become small if FS-CMA converges to a steady state. The algorithm is considered to be in steady state if the following formula is established:

\[
f_d(k) = \frac{1}{N_p} \sum_{k=1}^{N_p} \left| f_{N_f/2-1}(k) - f_{N_f/2-1}(k-d) \right| < \rho_f, \tag{24}\]

where \(d\) denotes the time delay between the two iterations and \(\rho_f\) is the threshold of equalizer tap difference.

Tapering is an important property of the tap weights if a proper convergence is achieved. Center spike initialization is usually used for the weight vector of BE, and thus we compare \(f_{N_f/2+1}(k)\) with \(f_0(k)\) of the \(i\)th channel to express the effect of tap tapering. With the convergence of FS-CMA, the equalizer taps all converge to steady state, and the state can be denoted by the ratio between a tap near the center spike \(f_{N_f/2+1}(k)\) and a tap far from it, such as \(f_0(k)\). The inequality is expressed as

\[
f_r(k) = \frac{f_{N_f/2+1}(k)}{f_0(k)} > \rho_r, \tag{25}\]

where \(\rho_r\) is the threshold of equalizer tap ratio. The establishment of (25) indicates that the equalizer is in a tapering shape.

3.2.3. Surveillance of the Equalizer Output. The amplitude of the output of the equalizer must be larger than a threshold \(\rho_o\) according to the input calibration signal. We judge the status of the output signal by using the mean value of its modulus as follows:

\[
s_o = \frac{1}{N_p} \sum_{k=1}^{N_p} \left| z(k) \right| > \rho_o, \tag{26}\]

Table 2: Conditions of quantization decision of the parameters in RDW2.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Decision value</th>
<th>Decision value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\xi_0(k))</td>
<td>(\xi_0(k) \leq \rho_{\xi_0}: 1)</td>
<td>(\xi_0(k) &gt; \rho_{\xi_0}: 0)</td>
</tr>
<tr>
<td>(f_0(k))</td>
<td>(f_0(k) &lt; \rho_{f_0}: 1)</td>
<td>(f_0(k) \geq \rho_{f_0}: 0)</td>
</tr>
<tr>
<td>(s_o)</td>
<td>(s_o &gt; \rho_{s_o}: 1)</td>
<td>(s_o \leq \rho_{s_o}: 0)</td>
</tr>
<tr>
<td>(f_r(k))</td>
<td>(f_r(k) &gt; \rho_{f_r}: 1)</td>
<td>(f_r(k) \leq \rho_{f_r}: 0)</td>
</tr>
</tbody>
</table>

Table 3: Conditions of the numerical simulations.

<table>
<thead>
<tr>
<th>Simulation conditions</th>
<th>Simulation I</th>
<th>Simulation II</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmitted signal (p(k))</td>
<td>BPSK</td>
<td>BPSK</td>
</tr>
<tr>
<td>SNR</td>
<td>45 dB</td>
<td>45 dB</td>
</tr>
<tr>
<td>Pulse magnitude</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Pulse width</td>
<td>5000</td>
<td>2000</td>
</tr>
<tr>
<td>Dimension of the equalizer (N_f)</td>
<td>(16 \times 2 = 32)</td>
<td>(16 \times 2 = 32)</td>
</tr>
<tr>
<td>Oversampling rate (M)</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Step size</td>
<td>(5 \times 10^{-3})</td>
<td>(5 \times 10^{-3})</td>
</tr>
</tbody>
</table>

If (26) is established, we say that the output signal is qualified. Here, \(\rho_o\) is the threshold of the modulus of the equalizer output.

According to the above discussion, we define the RDW of observing the convergence property of FS-CMA as

\[
RDW2 = \left[ \xi_0(k), f_0(k), s_o, f_r(k) \right]. \tag{27}\]

In (27), we set 1 as the parameter value if it is within the scope of the error tolerance. On the contrary, we set 0 as the parameter value if it is larger than the error tolerance. The quantization decision conditions of the parameters in (27) are shown in Table 2.

If there is one or more than one zeros occurring in the RDW of (19) and (27), we will switch the equalizer to a status of pure time delay. It is a recognized equalizer only if all the values in the two RDWs are ones.

4. Numerical Simulations

We designed a series of numerical simulations to test the performance of the proposed FS-CMA with recognition capability. In simulation I, the performance of the FS-CMA with oversampling rate 2 is validated in comparison with that of CMA. In simulation II, we test the performance of the capability of recognition in various special scenarios. Some conditions for the simulations are shown in Table 3. Calibration signals in binary phased shift keying (BPSK) modulation with random codes are utilized in the following simulations.

Two oversampled channels termed as \(a_c\) and \(a_q\) are shown in Table 4, and the differences of amplitude and phase between the two channels are illustrated in Figures 3(a) and 3(b). The amplitude difference is about 2 dB (peak to peak), and the phase difference is about 10 degrees (peak to peak). Some values of the parameters of recognition are set as shown in Table 5.
4.1. Simulation I. In this simulation we will show the performance difference of CMA ($M = 1$) and FS-CMA ($M = 2$) by drawing the curves of MSE and parameters of recognition, which are shown in Figure 4(a). To study the performance of the FS-CMA, Monte Carlo simulation of 500 times is carried out. The MSE curves are the mean of the errors for the 500-time simulations. FS-CMA is the basic algorithm for the radar channel equalization, while the parameters recognizing the convergence property can be observed simultaneously. Figure 4(a) illustrates that a performance improvement of 2 dB is achieved by the FS-CMA in comparison with that of CMA. No CMA with Nyquist data rate in finite impulse response (FIR) structure can perfectly equalize a nontrivial finite impulse response channel [17]. However, FS-CMA with higher data rate can achieve perfect equalization if the subequalizer length $N_f$ and the subchannel length $Q$ satisfy the following requirement [17]:

$$N_f \geq Q - 1. \quad (28)$$

The convergence condition of FS-CMA is that the subchannels do not have any common zeros, which is easy to be satisfied in comparison with CMA. In this simulation, we choose $N_f = 16$ and $Q = 3$, which meets the condition of (28). This is the reason why the error of FS-CMA is lower than that produced by CMA in Figure 4.

With the convergence of the FS-CMA, the parameters we define to surveillance of the process also converge as shown in Figures 4(b), 4(c), and 4(d). Figure 4(b) shows the trajectories of the taps, and we can see that most of the taps are small except several significant ones. Figure 4(c) depicts the modulus of the parameter $f_a(k)$ in (24), which converges to steady state similar to the MSE curve in Figure 4(a). Figure 4(d) illustrates the modulus of the parameter $f_r(k)$ in (25). There are sharp fluctuations in Figure 4(d) because the energy of the small tap varies dramatically, which can be seen in Figure 4(b). Nevertheless, the ratios are all above certain threshold after the convergence.

We observe the channel mismatch after the equalization of FS-CMA by calculating the amplitude and phase of the output signals of the two channels. Figure 5 illustrates the differences of amplitude and phase between the two channels after equalization. The residuals of such order of magnitude after equalization will have little effect on the performance of DBF or side lobe cancellation, though small residuals in amplitude and phase can still be observed.

In this simulation, the decision values of the two RDWs are all ones; that is, $\text{RDW}_1 = [1, 1, 1, 1]$ and $\text{RDW}_2 = [1, 1, 1, 1]$. It is a recognized equalizer only if all the values in the two RDWs are ones.

4.2. Simulation II. Some factors affecting the convergence of the FS-CMA are considered in this section, including the bit error in the input data and the error of the timing signal.

4.2.1. The Influence of Bit Error. Suppose there is a bit error occurring in the input data flow of the FS-CMA, we get the convergence process of the RDW as shown in Figure 6. The simulated bit error is added in the 4500th point of the input data.

Figure 6 shows that the FS-CMA diverges at the 4500th point and restarts the convergence process for the second time. However, the convergence process is still in an unsteady state at the end of the received signal. The value of the RDW2 achieved here is $\text{RDW}_2 = [0, 0, 1, 1]$. The equalizer attained under this situation is not qualified because that there are two zeros in RDW2. We switch the equalizer to a pure time delay vector, which is vector of zeros with only one spike in the position of the 8th coefficient.

4.2.2. Influence of the Error of Timing Signal. If there are some problems occurring on the timing signal, only a section of
Figure 4: The convergence property of FS-CMA and the recognition parameters.

(a) The performance of FSE with different oversampling rate

(b) The trajectories of the taps

(c) The convergence of the difference of the taps

(d) The convergence of the ratio of the taps

Figure 5: The difference of the frequency responses after equalization.

(a) Amplitude difference

(b) Phase difference
Table 4: Coefficients of the two channels.

<table>
<thead>
<tr>
<th>Channel</th>
<th>Subchannels</th>
<th>Ray 1</th>
<th>Ray 2</th>
<th>Ray 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sub 1 (c_{a1})</td>
<td>(c_{a1}^0 = 1)</td>
<td>(c_{a1}^1 = 0.08e^{j0.4})</td>
<td>(c_{a1}^2 = -0.04e^{j1.4})</td>
</tr>
<tr>
<td></td>
<td>Sub 2 (c_{a2})</td>
<td>(c_{a2}^0 = 1)</td>
<td>(c_{a2}^1 = -0.05e^{j1.7})</td>
<td>(c_{a2}^2 = -0.02e^{j3.2})</td>
</tr>
<tr>
<td>2</td>
<td>Sub 1 (c_{b1})</td>
<td>(c_{b1}^0 = 1)</td>
<td>(c_{b1}^1 = 0.06e^{j2.1})</td>
<td>(c_{b1}^2 = -0.03e^{j0.9})</td>
</tr>
<tr>
<td></td>
<td>Sub 2 (c_{b2})</td>
<td>(c_{b2}^0 = 1)</td>
<td>(c_{b2}^1 = -0.07e^{j2.4})</td>
<td>(c_{b2}^2 = -0.02e^{j1.1})</td>
</tr>
</tbody>
</table>

![Figure 6: The changes of the parameters in the RDW.](image)

The calibration signal has been sampled for equalization. Figure 7(a) illustrates that only 2000 samples are obtained in this simulated calibration process. More than half of the signal is missing due to the error of the timing signal for calibration sampling. The peak width after PC is in inverse ratio to the signal bandwidth, as shown in Figure 7(b). From Figure 7(b) we can see that the peak width remains unchanged because the signal bandwidth remains unchanged. Hence, the bandwidth of the system is still covered by the calibration signal. It is a merit for the use of stochastic phase modulation signal.

The parameters in the RDW are shown in Figure 8, and the decision values of the two RDWs are all ones; that is, RDW1 = [1, 1, 1, 1] and RDW2 = [1, 1, 1, 1]. We can conclude from Figure 8 that 2000 samples will be enough for the convergence of the FS-CMA. More sample inputs will provide high probability of robustness to the variation of the timing signal. The convergence of the equalizer does not depend on the exact signal, which is another merit of the BE. In other words, we can say that BE will be more stable against the timing signal.
Figure 7: The received calibration signal.

(a) The modulus of the received signal
(b) The modulus after PC

Figure 8: The changes of the parameters in the RDW.

(a) The smooth version of MSE
(b) The ratio of $|f_7(k)|/|f_0(k)|$
(c) The modulus of the FS-CMA output
(d) The difference between $|f_7(k)|$ and $|f_7(k-100)|$
Table 5: Parameters of recognition.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Set values</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_T$</td>
<td>50</td>
<td>dB</td>
</tr>
<tr>
<td>$\rho_o$</td>
<td>0.5</td>
<td>Number</td>
</tr>
<tr>
<td>$\rho_M$</td>
<td>-50</td>
<td>dB</td>
</tr>
<tr>
<td>$\rho_f$</td>
<td>-60</td>
<td>dB</td>
</tr>
<tr>
<td>$\eta_a$</td>
<td>0.5</td>
<td>Number</td>
</tr>
<tr>
<td>$\eta_T$</td>
<td>1500</td>
<td>Samples</td>
</tr>
<tr>
<td>$\eta_P$</td>
<td>20</td>
<td>dB</td>
</tr>
<tr>
<td>$\eta_c$</td>
<td>2</td>
<td>Sample interval</td>
</tr>
</tbody>
</table>

5. Conclusions

Blind equalization with recognition capability is investigated for channel equalization of a DAR. The recognition capability aims at improving the equalization performance in various situations. Different scenarios such as the error of the timing signal and divergence of the BE have been emulated to evaluate the performance of recognition, which is validated via numerical simulations.
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