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1. Introduction

Accurate prediction is vital to the safety and economic operation of many engineering systems. For instance, smart grid, one of the most complex systems in the world, requires accurate power source and power load forecast techniques to maintain the real-time power balance to supply electricity to customers in a safe and reliable manner. Especially with the high-level penetration of renewable energy at the source side and controllable loads, such as electric vehicle, at the demand side, the operation uncertainty of the smart grid increased rapidly due to the intermittent character of renewable resources and the flexibility of controllable loads. Almost all aspects of operation and planning in smart grid call for advanced prediction techniques which are capable of adapting to the various operation conditions of smart grid and the scalability to other engineering systems.

To achieve a more accurate prediction, many forecasting methods have been proposed for the smart grid. Among them, the neural network (NN) based prediction method has been acknowledged as one of the most effective methods. Ding et al. [1] showed that neural network-based models outperform time series models, and the authors proposed the corresponding methodology to guarantee the generalization ability of NN model for load forecasting with available data. Tamimi and Egbert [2] introduced a short-term power load forecasting method by integrating the fuzzy logic expert system with artificial neural networks to realize more practical short-term power load forecast results. A robust forecast method based on the cascade neural network is described in [3] to accomplish an efficient short-term load forecasting. However, the methods in [1–3] and references therein lack the capability to adapt to various operation conditions of the smart grid due to the uncertainties introduced by renewables and controllable loads. Besides, they cannot be generalized to other practical systems such as transportation system.

An approach to realize the adaptability of the prediction technique is proposed in [4] by integrating wavelet transform, fuzzy system, and adaptive genetic algorithm with a generalized neural network. Using wavelet multiresolution decomposition by autocorrelation shell representation and multilayer perceptrons neural networks modeling of wavelet
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coefficients, an effective adaptive method is illustrated in [5]. Similarly, El Desouky and Elkabed [6] proposed a hybrid adaptive forecast method by incorporating artificial neural network and autoregressive integrated moving average model in a promising approach. However, the proposed adaptive prediction methods in [4–6] and references therein also cannot be generalized to other complex engineering systems which are necessary in modern society.

To provide the generalization capability, reinforcement learning (RL) [7], an adaptive method of machine learning and optimal control theory, can be incorporated into an adaptive prediction framework. Mnih et al. [8] proposed an RL based Deep-Q network that allowed a strong self-learning ability of the agent to play Atari 2600 games to win against a human player. This provided us with new insights into realizing adaptive control of large-scale engineering systems with strong structure and parameter uncertainties. Motivated by these works, we tried to apply the RL framework to provide a forecast method with generalization ability and self-learning capability. Definitely, most existing forecast techniques referenced above, including BP neural network [9] and genetic algorithm optimized BP method (GABP) [10], used a set of fixed weight parameters in the model that prevented their adaptation to practical engineering system with varying and complex operation environment. Undoubtedly, there are many potential factors influencing the prediction results, and it is not possible to allow for all these factors in a forecast model. Although the selection of key factors can provide relative accurate prediction results, these models cannot describe some hidden features in the data itself. In this regard, a neural network with multitime scale resolution ability is introduced to mine the hidden relationships existing in the collected data. Wavelet neural network (WNN) is a representative of such neural networks. We implemented the WNN into the RL based adaptive forecast framework to yield reinforcement learning and wavelet neural network (RLWNN) based adaptive forecast approach with multitime scale resolution ability.

The main contributions of this paper are as follows: (1) a reinforcement learning based adaptive learning framework has been proposed to enable the learning capability to the prediction method; (2) wavelet neural network has been implemented to the adaptive learning framework to realize a multitime scale resolution; (3) wind power prediction and power load forecast are utilized as benchmark problems to validate the effectiveness of the proposed RLWNN based adaptive learning framework.

The rest of this paper is organized as follows. In Section 2, the architecture of the RLWNN based adaptive learning framework is introduced along with fundamental concepts of reinforcement learning, wavelet neural network, and adaptive critic mechanism. Section 3 depicts the RLWNN based data forecasting method and its implementation methodology. Case studies were performed on wind power and power load prediction in Section 4 to demonstrate the effectiveness of the proposed method. Section 5 concludes the paper and illustrates future research directions.

2. Reinforcement Learning Based Adaptive Learning Framework

2.1. Reinforcement Learning Based Adaptive Critic Structure. Typically, an adaptive forecast process is essentially a feedback control. The algorithm controls the tuning of key weights according to the operation condition and real-time prediction results. From the perspective of control, reinforcement learning, one of the main branches of machine learning, is closely related to both optimal control and adaptive control. RL is a method for solving optimization problems that involves an actor or agent that interacts with its environment and modifies its actions, or control policies, based on the stimuli received in response to its action [11]. To be specific, RL refers to a class of methods that enable the design of adaptive controllers that learn online, in real-time, and improve solutions to user-prescribed optimal control problems [12, 13]. One famous RL algorithm is the so-called actor-critic (AC) design method [13] as illustrated in Figure 1.

The learning mechanism performed by the AC structure includes two steps, policy evaluation and policy improvement, respectively. The policy evaluation step is performed by observing the results or consequences from the implementation of current actions. These results are evaluated with a performance index, also known as a value function, which quantifies how close the current action is to the optimal one. Based on the assessment of performance, the control policy can be modified or further improved to generate a new strategy that yields a value that is improved relative to the previous one. By implementing continual policy evaluation and policy improvement, the agent can improve its control policy to optimize a long-term performance index.

From the mathematical perspective, RL lays the foundation on the dynamic programming which cannot be applied to large-scale continuous action spaces or state spaces due to “curse of dimensionality.” The technique of value function approximation (VFA), such as using NN to represent the value function or policy in RL, is typically adopted to address this issue, and it generalizes the Bellman equation to large-scale, continuous action spaces, and state spaces of a nonlinear system. As shown in Figure 1, the basic structure of RL based adaptive critic-action is comprised of three fundamental concepts, including environment (also called the controlled object), critic agent, and action agent. The control strategy generated by the action agent is implemented on the
controlled object. For instances, in power load forecast, this is the data of the power load itself. The critic agent is used to evaluate the control effects of the action agent. The reward or penalty generated for different time stages will influence the value function of the critic agent. Function approximation methods are used to provide a universal learning ability.

The data prediction process in engineering system can typically be modeled as a discrete-time nonlinear control system:

$$x(t+1) = f(x(t), u(t)),$$

where $x \in \mathbb{R}^m$ denotes system states and $u \in \mathbb{R}^n$ control variable. A cost function for system (1) can be defined as

$$J(x(i), i) = \sum_{k=i}^{\infty} \alpha^{k-i} r(x(k), u(k), k),$$

where $r(x_k, u_k)$ is the reward function and $\alpha (0 < \alpha < 1)$ denotes discount factor, which is utilized to reflect the impacts of current and future reward on cost function. $J$ is the cost-to-go function with respect to $x(i)$ and the optimization goal is to select control sequence $u(k)$ to minimize cost function (2).

Based on Bellman optimality principle, the optimal cost function satisfies

$$J^*(x(t), t) = \min_{u(t)} \{r(x(t), u(t), t) + \alpha J^*(x(t+1), t+1)\}. \quad (3)$$

Corresponding optimal control $u^*(t)$ satisfies

$$u^*(t) = \arg \min_{u(t)} \{r(x(t), u(t), t) + \alpha J^*(x(t+1), t+1)\}. \quad (4)$$

2.2. Wavelet Neural Network with Multitime Scale Resolution. Wavelet neural network is a type of neural network that allows the multitime scale resolution. WNN is based on the wavelet transformation that provides superior time and the frequency domain location capabilities and the adaptive adjudication ability. These models are widely used in function approximation, differential equations, and other nonlinear system analyses. Wavelet-based function is often utilized to perform the kernel function of the neural network, as illustrated in Figure 2.

As for the wavelet neural network, the output of the hidden neural nets can be determined by

$$h(j) = h_j \left( \frac{\sum_{i=1}^{k} w_{ij} x_i - b_j}{a_j} \right), \quad j = 1, 2, \ldots, l, \quad (5)$$

where $x_i$ denotes the input data; $h(j)$ is the output of $j$th hidden net; $w_{ij}$ is the weights between the input layer and hidden layer; $b_j$ represents the expansion factor of wavelet base function $h_j$ while $a_j$ represents the scale factor of $h_j$, which can be calculated by

$$h_j = \cos \left( \frac{\gamma \left( \sum_{i=1}^{k} w_{ij} x_i - b_j \right)}{a_j} \right) e^{-\left( \sum_{i=1}^{k} w_{ij} x_i \right)^2/2}. \quad (6)$$

2.3. RLWNN Based Adaptive Learning Framework. In this section, we combined the multitime scale resolution capability of wavelet neural network with the adaptive critic structure of reinforcement learning to propose a RLWNN based adaptive learning framework, as illustrated in Figure 3.

As in Figure 3, the PID neural network and the wavelet neural network are, respectively, adopted as the action agent and critic agent in Figure 1 and termed as action network and critic network in the proposed RLWNN based adaptive learning framework. The critic network aims to estimate the defined cost function $J$ which satisfies the Bellman optimality equation and to make the estimated cost function closely
approximate the real one. This target can be realized by minimizing a loss function $E_c(t)$ by training the critic network and updating its weights; that is,

$$E_c(t) = \frac{1}{2}e_c^2(t),$$

$$e_c(t) = \alpha f(t) - [J(t - 1) - r(t)].$$

(7)

The weights tuning method of critic network can be determined based on (stochastic) gradient descent algorithm as in

$$w_c(t + 1) = w_c(t) - l_c(t) \frac{\partial E_c(t)}{\partial w_c(t)},$$

(8)

where $w_c(t)$ denotes the weights at the time slot $t$ and $l_c(t) > 0$ is the learning rate of critic network, which should decrease with the learning process and keep in a range at the end of the adaptive learning process.

Action network is used to estimate the optimal control policy $u$, and it can be the increment of the adjustable parameter of a traditional prediction model. The purpose of adjusting action network is to optimize the cost function, and this can be realized by minimizing the following loss function $E_a(t)$ to train action network: that is,

$$E_a(t) = \frac{1}{2}e_a^2(t),$$

$$e_a(t) = J(t) - U_c(t),$$

(9)

where $U_c(t)$ is the goal of cost function, which is usually set to zero.

Different from critic network, the action network in the proposed RLWNN based adaptive learning framework aims to minimize the output of critic network. The training process of action network can be realized by optimizing $J(t)$, and the updating algorithm can choose gradient descent algorithm; that is,

$$w_a(t + 1) = w_a(t) - l_a(t) \frac{\partial E_a(t)}{\partial w_a(t)},$$

(10)

where $w_a(t)$ is the weight of action network at time slot $t$, $l_a(t) > 0$ is the learning rate of action network, and $l_a(t) > 0$ should decrease during the learning process and also keep in a range at the end of the adaptive learning process.

Through the training of action network and critic network, the weights of the proposed reinforcement learning based adaptive learning framework can be determined online with the collected operational data or historical data $x(t)$. As a result, the RLWNN method provides an online performance optimization capability for the smart grid prediction field.

3. WNN Based Forecasting Method with RLWNN Adaptive Framework

For the convenience of implementation, the detailed procedure and algorithm of the RLWNN based adaptive learning framework are depicted in Figure 4. It is worth mentioning that an original prediction method is assumed to be utilized before introducing the proposed RLWNN adaptive framework. To be specific, the wavelet neural network is adopted as the original prediction method in Figure 4, and it can be easily substituted by any other existed prediction techniques. The procedure can be elaborated as follows.

Step 1 (enable prediction ability for the original data forecast model (WNN in this paper)).

1. Initialize randomly weights $w_{ij}^0$ between the input layer and the hidden layer of WNN, weights $w_{jk}^0$ between the hidden layer and the output layer, and the scale factor $b_j^0$ of wavelet basis function.

2. Set network structure parameter of original WNN prediction model, including neuron number $N$ of input layer, neuron number $N_h$ of hidden layer, and neuron number $M$ of output layer.

3. Set original WNN prediction network fit error reference $\epsilon$ and maximum iteration number $N_d$.

4. Utilize historical data to realize supervised learning to yield a set of parameters $w_{ij}^k$, $w_{jk}^k$, $b_j^k$, $q_j^k$ with higher fitting ability.

5. Predict data with obtained parameters $w_{ij}^k$, $w_{jk}^k$, $b_j^k$, $q_j^k$, input history data $X_1^0, X_2^0, \ldots, X_n^0$, and yield forecast value $Y_1^0, Y_2^0, \ldots, Y_m^0$ for the consequent $m$ time slots.
Step 2 (enable RLWNN based adaptive framework with online optimization ability). (1) Between the adjacent prediction time intervals $ij$, use the actual data $P_{i1}, P_{i2}, \ldots, P_{in}$ and the network state parameters $w_{ij}^k, w_{jk}^k, b_j^k, q_j^k$ as the input parameters of RLWNN based adaptive framework.

(2) Train the critic network to approximate performance index $J(t)$ and action network to approximate optimal control or optimal increment, $\Delta w_{ij}^*, \Delta w_{jk}^*, \Delta b_j^*, \Delta q_j^*$. Note that when training one of the networks, the weights of another network are assumed to be fixed.

(3) Substitute $w_{ij}^k, w_{jk}^k, b_j^k, q_j^k$ network with $w_{ij}^*, w_{jk}^*, b_j^*, q_j^*$ to carry out the prediction of the following $m$ time interval, with input data $P_{i1}, P_{i2}, \ldots, P_{in}$, and output data $Y_1^*, Y_2^*, \ldots, Y_m^*$.

(4) $Y_1^*, Y_2^*, \ldots, Y_m^*$ are the optimal prediction values.

(5) End.

One thing that needs to be mentioned is that the WNN procedure is ended with a given stop criterion such as maximum iteration number and acceptable tolerance.

4. Case Study

As indicated previously, the smart grid calls for advanced adaptive prediction methods to handle the uncertainties introduced by the wind power penetration at the source side and controllable loads at the demand side. In this respect, we implemented the proposed adaptive learning framework on two benchmark problems in smart grids, including wind power prediction and load forecast. Note that the wind power data is obtained from an actual wind power plant located in China, while the power load data is collected from the PJM electricity market.

4.1. Wind Power Prediction. Wind power can be quite variable and therefore is a perfect benchmark problem to evaluate the effectiveness of the proposed prediction method. Motivated by this, we first implemented the proposed RLWNN adaptive framework on wind power output forecast.

A typical wind power output curve is illustrated in Figure 5. The wind power output typically has three representative regions with different features. It is better to utilize different forecasting methods for each region, which can be realized by implementing the proposed RLWNN adaptive framework and the corresponding prediction methods.

We used actual wind power data to verify the proposed method. For comparison, the traditional BP method, the GABP model, and the RLWNN based adaptive forecast method were separately implemented. A white noise mechanism was introduced to improve the generalization ability of the forecast model. Three cases are illustrated to evaluate the performance of these techniques.

Case 1 (wind power located in region 1). The prediction results for this scenario are presented in Figure 6. We can
conclude from Figure 6 that BP, GABP, and RLWNN have superior prediction ability when wind power output is located in region 1. The average relative errors of these three methods are shown in Table 1.

Case 2 (wind power located in region 2 and region 3). The prediction results under this case are illustrated in Figure 7, and the average relative error of three methods in this case is shown in Table 1.

We can learn from Figure 7 that both GABP and RLWNN adaptive methods have a relative higher prediction accuracy compared with BP method under the circumstance when wind power output is unsmooth, especially oscillation. It should be mentioned that, at the oscillation point and operation point far away from the setting point, the above three methods have relatively poor prediction accuracy.

Case 3 (wind power located in region 1, region 2, and region 3). Figure 8 shows the prediction results of GABP when the wind power output changes frequently, to illustrate the necessity of implementing an adaptive prediction method.

According to Figure 8, one can learn that starting at the 39th point, the operation condition of wind generator began to change, the relative prediction error of GABP was 2.5%, and when the operation point changed, the GABP method with fixed model parameters showed a decrease in prediction ability from the 39th to the 44th point. GABP recovers prediction ability from 44th point to 46th point when the wind power operation condition approaches the normal condition. However, GABP results again become less predictive when the operation condition changed again at the 47th point. Normal prediction capability was not regained when operation condition was restored again as indicated by the prediction results from the 48th to 52nd point. An adaptive method is needed to handle this issue.

Figure 9 shows the prediction results in this case for the proposed RLWNN adaptive framework. According to the results in Figure 9, similar to the BP and GABP prediction methods, RLWNN adaptive method can be used to produce a relatively precise prediction result when the wind power output is smooth. Under the condition of fluctuating wind power, the prediction of RLWNN at the first varying point is relative poor while the consequent prediction points locate in the acceptable range. The region from the 1st to the 16th point is similar to region 2, and the interval from the 17th to 22nd point is similar to region 3 as shown in Figure 5.

### Table 1: Mean relative error.

<table>
<thead>
<tr>
<th>Case</th>
<th>BP</th>
<th>GABP</th>
<th>RLWNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>4.27%</td>
<td>2.09%</td>
<td>2.73%</td>
</tr>
<tr>
<td>Case 2</td>
<td>19.75%</td>
<td>12.58%</td>
<td>5.96%</td>
</tr>
<tr>
<td>Case 3</td>
<td>—</td>
<td>—</td>
<td>8.61%</td>
</tr>
</tbody>
</table>
4.2. Power Load Prediction. In this section, the electrical power load data are obtained to test the effectiveness of the proposed RLWNN adaptive method. Using BP neural network, GABP network, and RLWNN method to predict the power load, the results and the error are illustrated in Figures 10 and 11, respectively.

We can learn from Figures 10 and 11 that, through a step-by-step improvement, the maximum prediction error can be reduced to 2% of the RLWNN adaptive method compared with 23.6% of BP method and 11.1% of GABP method.

Through the above analysis, the conclusion can be drawn that the BP model is the simplest and easiest technique to be implemented but has a relatively lower prediction accuracy. The accuracy of GABP model is improved compared to the BP model, but the time complexity of GABP is relatively high.

The RLWNN model has the highest prediction accuracy due to its online adaptive learning capability.

5. Conclusion

In this paper, a RLWNN based adaptive learning framework is proposed by combining the self-learning capability of reinforcement learning with the multitime scale resolution capability of the wavelet neural network. The proposed RLWNN adaptive framework is utilized to construct a universal adaptive prediction structure. Wind power prediction and power load prediction results validated the effectiveness of the proposed framework.

It is worth noting that the proposed method is essentially a data-driven method; incorporating some prior knowledge including some key factors, which influence the wind power and power load such as real-time electricity price in the demand-response of the electricity market, will further improve the efficiency of the proposed RLWNN adaptive method. Besides, the RLWNN based adaptive learning framework is not confined in smart grids and can be easily implemented in other engineering systems.
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