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There have been many approaches for achieving the trajectory tracking control of parallel manipulator. However, these approaches are complex for calculating Lagrangian multipliers. In this paper, unlike the former approaches, a new approach of trajectory tracking control which is based on Udwadia-Kalaba approach is presented. Using this methodology, we can obtain a concise and explicit equation of motion and consider holonomic and nonholonomic constraint whether it is ideal or nonideal simultaneously. The most important difference is that we divide constraints into structural constraints and performance constraints in this paper. Structural constraints are used to establish dynamic model without regard for trajectory control. And performance constraints are used to represent the desired trajectory. For the parallel manipulator, a nonlinear dynamics system, its constraint forces are obtained by second-order constraints. And the numerical simulation in MATLAB shows the parallel manipulator’s movement meets the requirement; tracking trajectory is exact and perfect. Through this paper, we can see that the method can simplify calculation availably.

1. Introduction

Parallel manipulator is a kind of closed-loop kinematic chain mechanism in which the end-effector is linked to the base by several independent kinematic chains [1]. In comparison with the serial manipulator which has open-loop structure, the parallel manipulator has many advantages, such as higher stiffness, higher accuracy, higher payload capacity, lower inertia, and smaller workspace. Therefore, it has attracted a great amount of attention and interest among the researchers and engineers and has been applied to many industrial applications in the past decade, like milling [2], rapid machining [3], medical resuscitation [4], and so on.

In order to achieve the great potential performances existing in the parallel manipulator system, the controller design is essential and indispensable. To deal with the trajectory tracking control problem of the parallel manipulator, it is easy to find that many advanced controllers have been proposed and successfully implemented, like proportional-integral-derivative control [5], sliding mode control [6], adaptive control [7, 8], robust control [9, 10], robust PID control [11], adaptive sliding mode control [12], adaptive robust control [13], fuzzy control [14] neural network control [15], fuzzy neural network control [16], and so on.

Parallel manipulators can be designed with various mechanical structures because the designers want them to realize different control requirements according to the actual demands. In this paper, a 3-degree-of-freedom (3-DOF) planar parallel manipulator (3-HSS, H-helix pair, S-spherical pair) has been designed and constructed. To deal with the trajectory tracking control problem of this manipulator, our methodology is based on a novel, concise approach to explicitly formulate the equations of motion for constrained systems proposed by Udwadia and Kalaba [17–20].

In this paper, we will use the basic kinematics equations proposed by Udwadia and Kalaba based on Gauss’s theory for modeling and trajectory tracking of the parallel manipulators. There are several key points by using the method in this paper compared with the traditional control method. First, there is no need to obtain the complex Lagrangian multipliers during the process of dynamic modeling of the parallel manipulators. Second, we define the constraint equations by a new perspective which means the constraints are divided into structural constraints and performance constraints.
Structural constraints are used to set up the dynamic model in the absence of trajectory control. And performance constraints are used to reflect the desired trajectory of the parallel manipulator. Third, we can obtain the needed motor torque for realizing the trajectory of manipulator directly by calculating the Udwadia and Kalaba equation. At last, the simulation results in this paper show that this method can control the parallel manipulator accurately.

2. Udwadia and Kalaba Equation for Constrained Mechanical Systems

In this section, we talk about the fundamental equation, called Udwadia-Kalaba equation, for constrained mechanical system. We can obtain the explicit closed-form equation of motion of the constrained mechanical system in three steps [18].

First, we consider the unconstrained mechanical system in which the coordinates are all assumed to be independent of each other. The equation of motion of this system can be expressed, using Newtons or Lagranges equation, as

$$M(q, t) \ddot{q} = Q(q, \dot{q}, t)$$

with the initial conditions

$$q(t = 0) = q_o$$

$$\dot{q}(t = 0) = \dot{q}_0$$

where $q$ is the generalized coordinate $n$-vector and $t$ is the time; $M(q, t)$ is a positive definite inertia $n \times n$ matrix; $\dot{q}$ is an $n$-vector of velocity; $\ddot{q}$ is an $n$-vector of acceleration; $Q(q, \dot{q}, t)$ is an $n$-vector called the given force which could include centrifugal force, gravitational force, and control input. From (2), the generalized acceleration of the unconstrained system is given by

$$\ddot{q} = a(q, \dot{q}, t) = M^{-1}(q, t)Q(q, \dot{q}, t).$$

Second, a set of control requirement or trajectory requirements is imposed as constraints on this uncontrolled system. We shall assume that the system is subjected to $h$ holonomic constraints of the form

$$\phi_i(q, t) = 0, \quad i = 1, 2, \ldots, h;$$

meanwhile there are $m - h$ nonholonomic constraints in the form of

$$\dot{\phi}_i(q, \dot{q}, t) = 0, \quad i = h + 1, h + 2, \ldots, m.$$  

Then, we can differentiate these constraint equations in Lagrangian mechanics which are usually in Pfaffian form. Under the assumption of sufficient smoothness, 2-order constraint equations can be acquired by taking the time derivative once on nonholonomic constraints and twice on holonomic constraints, which can be written in the form of matrix as

$$A(q, \dot{q}, t) \ddot{q} = b(q, \dot{q}, t)$$

where $A(q, \dot{q}, t)$ is an $m \times n$ matrix denoting the constraint matrix and $b(q, \dot{q}, t)$ is an $m \times 1$ vector.

Remark 1. The constraint is in either the zeroth-order or first-order form which is expressed in the form of Lagrangian equation, Maggi equation, Boltzmann and Hamel equation, and Gibbs and Appell equation. However, for further dynamic analysis and control design, second-order constraints are considered to be the most suitable form. The reason is that the acceleration will be linear by using the second-order constraint. And there is no need to worry about the loss of information during the differentiation (e.g., a constant). In fact, making the zeroth-order or holonomic constraint meet the initial condition means the initial condition retained the missing information. Thus, when we use Udwadia-Kalaba equation, the first step is to find all constraints including holonomic constraints and nonholonomic constraints in the unconstrained system. Then, we could obtain the second-order form of constraints by differentiating the constraints with respect to time once or twice. Finally, we could transform these constraints into second-order matrix equations like (6).

Eventually, the explicit equations of motion with constraints will be formed. Notice that the additional generalized forces of constraints need to be imposed on the system as a result of the presence of constraints. We therefore assume the actual explicit equation of motion of the constrained system in the form of

$$M(q, t) \ddot{q} = Q(q, \dot{q}, t) + Q^C(q, \dot{q}, t),$$

where $Q^C(q, \dot{q}, t) \in \mathbb{R}^n$ is the additional generalized force which is imposed on the unconstrained system, arising by the holonomic and nonholonomic constraints denoting a $n$ by 1 constraint matrix. Determining the general explicit form of $Q^C(q, \dot{q}, t) \in \mathbb{R}^n$ is our goal with the $Q(q, \dot{q}, t)$ known at any time $t$. In Lagrangian mechanics, $Q^C(q, \dot{q}, t) \in \mathbb{R}^n$ is considered to be ideal constraints because this kind of forces of constraint does zero work under virtual displacement according to the D’Alembert’s Principle. However nonideal constraints also exist in an actual mechanical system, and the nonideal constraint forces including friction force, electromagnetic force, will be generated. Udwadia expressed $Q^C(q, \dot{q}, t) \in \mathbb{R}^n$ in the form of

$$Q^C(q, \dot{q}, t) = Q^C_{id}(q, \dot{q}, t) + Q^C_{nid}(q, \dot{q}, t)$$

where $Q^C_{id}(q, \dot{q}, t)$ represents the ideal constraint force and $Q^C_{nid}(q, \dot{q}, t)$ represents the nonideal constraint.

Furthermore, Udwadia and Kalaba have proved the general “explicit” equations of ideal and nonideal constraint forces at any time $t$ can be expressed in the form of

$$Q^C_{id}(q, \dot{q}, t) = M^{1/2}B^* \left( b - AM^{-1}Q \right)$$

$$Q^C_{nid}(q, \dot{q}, t) = M^{1/2} \left( I - B^*B \right) M^{-1/2}c$$

where $B = AM^{-1/2}$ and the superscript “$+$” denotes the Moore-Penrose generalized inverse.
From (7), (8), and (9), the general "explicit" equation of motion can be expressed as

\[ M\ddot{q} = Q + M^{1/2}B^+ \left( b - AM^{-1}Q \right) + M^{1/2} (I - B^+B) M^{-1/2}c. \]  

(10)

Remark 2. In particular, \( c(q,\dot{q},t) \) is a suitable \( n \)-vector in (10) which is determined by the mechanical system. Now we define a given nonzero \( n \)-vector virtual displacement \( v \) in a constrained system at the instant time \( t \) and the work done \( W \) generated by \( c(q,\dot{q},t) \) under virtual displacement \( v \). And the work done \( W = v^T c(q,\dot{q},t) \) which in any displacement \( v \) which is subject to \( A(q,\dot{q},t)v = 0 \) is the same as the work done by \( Q^C(q,\dot{q},t) \in R^n \). Hence, we put the equation in form of

\[ W = v^T Q(q,\dot{q},t) = v^T c(q,\dot{q},t) \]  

(11)

which means we extend Lagrange's form of D'Alembert's Principle. The work done by the ideal constraint force \( Q^C_{\text{id}}(q,\dot{q},t) \) and the nonideal constraint force \( Q^C_{\text{nid}}(q,\dot{q},t) \) under virtual displacements is

\[ v^T Q^C_{\text{id}} = 0 \]  

(12)

\[ v^T Q^C_{\text{nid}} \neq 0 \]

when the constraints are ideal and the total work done under virtual displacement is zero which means \( c(q,\dot{q},t) \) equals zero; according to D'Alembert's Principle, (10) becomes

\[ M\ddot{q} = Q + M^{1/2}B^+ \left( b - AM^{-1}Q \right). \]  

(13)

Therefore, at any instant of time, the constrained system is subjected to an additional constraint force \( F^C(t) \), given by

\[ F^C(t) = M^{1/2}B^+ \left( b - AM^{-1}Q \right). \]  

(14)

If the unconstrained acceleration \( M^{-1}Q \) is zero with the constant diagonal matrix \( M = ml \) (14) becomes

\[ F^C(t) = mA^+b. \]  

(15)

Remark 3. There are two main advantages of this equation which Udwadia and Kalaba have provided. First, by using this equation, there is no need to determine the Lagrangian multipliers which are always complex. On the contrary, the parameters in the equation are all simple to obtain. Second, this equation applies to all holonomic and/or nonholonomic constrained systems including ideal or nonideal constraints.

3. Trajectory Tracking Control of the Parallel Manipulator

3.1. Dynamic Model of the Parallel Manipulator. The 3-HSS parallel manipulator is composed of a moving platform and three sets of sliding saddle chain structure. Each branched chain includes two equilong and parallel bars. One end of the bar is connected with the saddle by rolling spherical joint, and the other end is connected to the moving platform. As for the sliding saddle which is driven by the servomotor-screw-nut pair, it is moving along the ball screw which is mounted on the guide block. Hence the moving platform could achieve the 3D-motion. In addition, the platform is capable of high speed machining with the high speed motorized spindle on it.

The law of movement of each bar in branched chain is the same based on the parallelogram strut structure. Therefore, in this paper, we abstract the original mechanism into single-bar equivalent model as shown in Figure 1 during the kinematics modeling process. In this equivalent mechanism, each branched chain contains only one bar. And two ends of the bar are connected with the moving platform and the saddle by Hooke joint. Beside the saddle is driven by active pair (helix pair). Based on the above structure, the equivalent mechanism has the same degree of freedom as the original mechanism.

Next, we employ the classic universal joint, prismatic joint and spherical joint to illustrate the dynamic modeling of the delta parallel structure (as show in Figure 1). Following the procedure, we segment the delta parallel structure into four subsystems: three arm subsystems (1, 2, 3) and one platform subsystem (\( P \)). We shall then derive the equations of motion of the "unconstrained" subsystems.

Select reference frame \( \text{oxyz} \). And assume the mechanism fixed on the plane \( \text{oxy} \). Then consider the arm-subsystem in Figure 1 separately. Denote the following.

As shown in Figure 2, the end of the branched chain which is connected with the moving platform can be described with coordinates \( q_i = [h_i, \theta_i, \phi_i]^T, i = 1, 2, 3 \). And the moving platform can be described with coordinates \( q_P = [x_P, y_P, z_P]^T \). \( h_i \) is height of the other end of the \( i \)th branched chain. \( \theta_i \) is the angle between \( i \)th branched chain and z-axis. \( \phi_i \) is the angle between the \( i \)th branched chain's projection in the \( \text{oxy} \) plane and x-axis. \( l_i \) is the length of the \( i \)th branched chain.

Thus, when we consider the arm-subsystem separately, the motor's coordinate of location can be expressed as \((0, 0, h)\) and the end of the branched chain's coordinate of location can be expressed as \(((l/2) \sin \theta \cos \phi, (l/2) \sin \theta \sin \phi, h)\).
Where \( T, V \) is the system's kinetic/potential energy, \( T_1, V_1 \) is the motor's kinetic/potential energy, \( T_2, V_2 \) is the branched chain's kinetic/potential energy, and \( m_1, m_2 \) is the mass of motor/branched chain.

Next, adopting the standard Lagrangian approach, we have the following equation of motion for each "unconstrained" arm subsystem (i = 1, 2, 3):

\[
M_i(q_i, t) \cdot \ddot{q} + C_i(q_i, \dot{q}_i, t) = \tau_i(t), \quad i = p. \tag{17}
\]

We have

\[
M = \begin{bmatrix}
M_1 & 0 & 0 \\
0 & M_2 & 0 \\
0 & 0 & M_P
\end{bmatrix}_{12 \times 12},
C = \begin{bmatrix}
C_1 \\
C_2 \\
C_3 \\
C_P
\end{bmatrix}_{12 \times 1},
\tau = \begin{bmatrix}
\tau_1 \\
\tau_2 \\
\tau_3 \\
\tau_P
\end{bmatrix}_{12 \times 1}
\]

where

\[
M_i = \begin{bmatrix}
m_1 + m_2 & -\frac{1}{2}m_2\sin\theta_1 & 0 \\
-\frac{1}{2}m_2\sin\theta_1 & J_1 + \frac{1}{4}m_2l^2 & 0 \\
0 & 0 & J_1 + \frac{1}{4}m_2l^2
\end{bmatrix}
\]

\[
C_i = \begin{bmatrix}
-\frac{1}{2}m_2l\dot{\theta}_1^2\cos\theta_1 - (m_1 + m_2)g \\
-m_2l\dot{\theta}_1\cdot\cos\theta_1 + \frac{1}{2}m_2gl\sin\theta_1 \\
0
\end{bmatrix},
\]

\[
\tau_i = \begin{bmatrix}
f_{aci} \\
0 \\
0
\end{bmatrix}.
\tag{18}
\]

For the "unstrained" platform, that is, the subsystem 4 simplified as mass, by choosing the system coordinates as in Figure 2, the equation of motion is

\[
M_i(q_i, t) \cdot \ddot{q} + C_i(q_i, \dot{q}_i, t) = \tau_i(t), \quad i = p. \tag{19}
\]

We have

\[
\begin{bmatrix}
m_p & 0 & 0 \\
0 & m_p & 0 \\
0 & 0 & m_p
\end{bmatrix}_{12 \times 1}
\begin{bmatrix}
\ddot{x}_p \\
\ddot{y}_p \\
\ddot{z}_p
\end{bmatrix}
= \begin{bmatrix}
0 \\
0 \\
m_pg
\end{bmatrix}.
\tag{20}
\]

So, the dynamic equations of the system is

\[
M(q) \ddot{q} + C(q, \dot{q}) + G(q) = \tau. \tag{21}
\]

Now we cluster all the 4 subsystems together by letting

\[
M = \begin{bmatrix}
M_1 & 0 & 0 & 0 \\
0 & M_2 & 0 & 0 \\
0 & 0 & M_3 & 0 \\
0 & 0 & 0 & M_P
\end{bmatrix}_{12 \times 12},
C = \begin{bmatrix}
C_1 \\
C_2 \\
C_3 \\
C_P
\end{bmatrix}_{12 \times 1},
\tau = \begin{bmatrix}
\tau_1 \\
\tau_2 \\
\tau_3 \\
\tau_P
\end{bmatrix}_{12 \times 1}
\]

where

\[
M_1 = \begin{bmatrix}
m_1 + m_2 & -\frac{1}{2}m_2\sin\theta_1 & 0 \\
-\frac{1}{2}m_2\sin\theta_1 & J_1 + \frac{1}{4}m_2l^2 & 0 \\
0 & 0 & J_1 + \frac{1}{4}m_2l^2
\end{bmatrix},
\]

\[
M_2 = \begin{bmatrix}
m_1 + m_2 & -\frac{1}{2}m_2l\dot{\theta}_1\cdot\cos\theta_1 + \frac{1}{2}m_2gl\sin\theta_1 \\
-m_2l\dot{\theta}_1\cdot\cos\theta_1 + \frac{1}{2}m_2gl\sin\theta_1 & 0 \\
0 & 0 & 0
\end{bmatrix},
\]

\[
M_3 = \begin{bmatrix}
m_1 + m_2 & -\frac{1}{2}m_2l\dot{\theta}_1\cdot\cos\theta_1 + \frac{1}{2}m_2gl\sin\theta_1 \\
-m_2l\dot{\theta}_1\cdot\cos\theta_1 + \frac{1}{2}m_2gl\sin\theta_1 & 0 \\
0 & 0 & 0
\end{bmatrix},
\]

\[
M_P = \begin{bmatrix}
m_1 + m_2 & -\frac{1}{2}m_2l\dot{\theta}_1\cdot\cos\theta_1 + \frac{1}{2}m_2gl\sin\theta_1 \\
-m_2l\dot{\theta}_1\cdot\cos\theta_1 + \frac{1}{2}m_2gl\sin\theta_1 & 0 \\
0 & 0 & 0
\end{bmatrix}.
\]
3.2. Structural Constraint of the Parallel Manipulator. We now introduce all the kinematic constraints among the subsystems and convert them into the second-order form.

Since the spherical joint only fixes the three translational DOF’s between the connected links, we have the kinematic constraints, for \( i = 1, 2, 3 \), \( P \) as follows:

\[
x_{h1} = x_p, \\
x_{h2} = x_p, \\
x_{h3} = x_p, \\
y_{h1} = y_p, \\
y_{h2} = y_p, \\
y_{h3} = y_p, \\
z_{h1} = z_p, \\
z_{h2} = z_p, \\
z_{h3} = z_p. \\
\]

Choosing generalized coordinate system

\[
q = \begin{bmatrix} h_1, \theta_1, \phi_1, h_2, \theta_2, \phi_2, h_3, \theta_3, \phi_3, x_p, y_p, z_p \end{bmatrix}^T.
\]

So, we can get

\[
x_p = l \sin \theta_1 \cos \phi_1 = l \sin \theta_2 \cos \phi_2 = l \sin \theta_3 \cos \phi_3, \\
y_p = l \sin \phi_1 = l \sin \phi_2 = l \sin \phi_3, \\
z_p = h + l \cos \theta_1 = h + l \cos \theta_2 = h + l \cos \theta_3. \\
\]

Differentiating (26) with respect to \( t \) twice, we can get

\[
\frac{1}{l} \ddot{x}_p = \ddot{\theta}_1 \cos \phi_1 - \dot{\phi}_1 \sin \phi_1 \sin \theta_1, \\
\frac{1}{l} \ddot{y}_p = \ddot{\theta}_1 \sin \phi_1 + \dot{\phi}_1 \cos \phi_1 \cos \theta_1 \sin \theta_1, \\
\frac{1}{l} \ddot{z}_p = \ddot{\theta}_1 l \cos \theta_1, \\
\]

Let \( i = 1, 2, 3 \) be written as matrix in the form of \( A_1 \ddot{q} = b_1 \):

\[
A_1 = \begin{bmatrix} 1 & 0 & 0 & 0 & \cos \theta_1 \cos \phi_1 & \sin \phi_1 \sin \theta_1 \sin \phi_1 \end{bmatrix}, \\
0 & 1 & 0 & 0 & -\cos \theta_1 \sin \phi_1 & -\sin \phi_1 \cos \phi_1 \sin \phi_1 \end{bmatrix}, \\
0 & 0 & 1 & -1 & l \sin \theta_1 & 0 \end{bmatrix}
\]

\[
\ddot{q}_1 = \begin{bmatrix} \ddot{x}_p, \ddot{y}_p, \ddot{z}_p, \ddot{h}_1, \ddot{\theta}_1, \ddot{\phi}_1 \end{bmatrix}^T. \\
\]

Assume matrix, \( i = 1, 2, 3 \):

\[
A_i = \begin{bmatrix} 0 & -\cos \theta_1 \cos \phi_1 & \sin \phi_1 \sin \theta_1 \sin \phi_1 \end{bmatrix}, \\
0 & 0 & -\cos \theta_1 \sin \phi_1 & -\sin \phi_1 \cos \phi_1 \sin \phi_1 \end{bmatrix}, \\
-1 & l \sin \theta_1 & 0 
\]
\[ l = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \]

\[ b_l = \begin{bmatrix} -\dot{\theta}_l \sin \theta_l \cos \varphi_l - \dot{\varphi}_l \sin \theta_l \cos \varphi_l - 2\dot{\theta}_l \dot{\varphi}_l \cos \theta_l \sin \varphi_l \\
-\dot{\theta}_l \sin \theta_l \sin \varphi_l - \dot{\varphi}_l \sin \theta_l \sin \varphi_l + 2\dot{\theta}_l \dot{\varphi}_l \cos \theta_l \cos \varphi_l \\
\end{bmatrix} \]

(29)

The total parallel manipulator system can be written in a matrix form:

\[ A_S = \begin{bmatrix} l & A_1 \\ l & A_2 \\ l & A_3 \end{bmatrix} \]

\[ \ddot{q} = [\dot{x}_p, \dot{y}_p, \dot{z}_p, \dot{\theta}_1, \dot{\phi}_1, \dot{h}_1, \dot{\theta}_2, \dot{\phi}_2, \dot{h}_2, \dot{\theta}_3, \dot{\phi}_3]^T, \]

(30)

\[ b_S = \begin{bmatrix} b_1 \\ b_2 \\ b_3 \end{bmatrix} \]

4. Trajectory Tracking Simulation of the Parallel Manipulator

In this section, we aim to use the Udwadia-Kalaba approach to obtain an explicit, closed-form expression for the control force required to precisely meet the trajectory requirements of the 3-HSS parallel manipulator.

4.1. Performance Constraint of the Parallel Manipulator

Case 1. Assume that the prespecified trajectory of the mobile platform is represented by the following equation:

\[ x_p = -\frac{2\sqrt{3}}{3} - R \cos (wt) \]

\[ y_p = 2 + R \sin (wt) \]

(31)

\[ z_p = 0.05t. \]

Differentiating the constraint equation (31) with respect to \( t \) twice, we can get

\[ \dot{x}_p = -Rw^2 \cos (wt) \]

\[ \dot{y}_p = -Rw^2 \sin (wt) \]

(32)

\[ \ddot{x}_p = 0. \]

Hence the system constraints can be written in the form of

\[ A_p(q, t) \ddot{q} = b_p(q, \dot{q}, t), \]

(33)

where

\[ A_p = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \]

(34)

\[ b_p = \begin{bmatrix} -Rw^2 \cos (wt) \\ -Rw^2 \sin (wt) \\ 0 \end{bmatrix}. \]

Equation (31) is the performance constraints in this paper. Thus, the three servomotors which are on the saddle must make the platform satisfy (31) by controlling the three groups of branches. Finally, we consider the structural and performance constraints at the same time, which means we put \( A_S, A_P, \) and \( b_S, b_P \) in one matrix. So, we obtain

\[ A = A_S + A_P = \begin{bmatrix} l & A_1 \\ l & A_2 \\ l & A_3 \end{bmatrix}, \]

(35)

\[ b = b_S + b_P = \begin{bmatrix} b_1 \\ b_2 \\ b_3 \end{bmatrix}, \]

(36)

According to Udwadia-Kalaba approach, the closed-form control force can be expressed as

\[ Q_c = M^{1/2} \left( AM^{-1/2} \right)^\dagger (b - AM^{-1} Q) \]

\[ \tau = M^{1/2} (q,t) \left( A(q,t) M^{-1/2} (q,t) \right)^\dagger \cdot \left( b(q, \dot{q}, t) - A(q,t) M^{-1} (q,t) C(q, \dot{q}, t) \dot{q} \right). \]

Case 2. In Case 2, we let the movement of platform be more complex in order to verify the control approach. The movement in \( x \) direction is uniform motion, in \( y \) direction is trigonometric function, and in \( z \) direction is parabola. Thus, the desired trajectory is given as follows.

\[ x_p = -\frac{2\sqrt{3}}{3} + 0.001t \]

\[ y_p = 2 + R \sin (wt) \]

(37)

\[ z_p = -\frac{1}{250000} \dot{t}^2 + \frac{1}{250} \dot{t}. \]

Similarly, differentiating the constraint equation (37) with respect to \( t \) twice, we can get

\[ \ddot{x}_p = 0 \]

\[ \ddot{y}_p = -Rw^2 \sin (wt) \]

(38)

\[ \ddot{z}_p = -\frac{1}{125000}. \]
Table 1: Parameters for simulation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_{e1}$, $m_{e2}$, $m_{e3}$</td>
<td>Mass of saddle</td>
<td>10 kg</td>
</tr>
<tr>
<td>$m_{c1}$, $m_{c2}$, $m_{c3}$</td>
<td>Mass of branched chain.</td>
<td>2 kg</td>
</tr>
<tr>
<td>$m_p$</td>
<td>Mass of moving platform</td>
<td>15 kg</td>
</tr>
<tr>
<td>$I_{1x}$, $I_{1y}$, $I_{2x}$, $I_{2y}$, $I_{3x}$, $I_{3y}$</td>
<td>Moment of inertia around x- and y-axis</td>
<td>$m_p l^2 / 3$</td>
</tr>
<tr>
<td>$l$</td>
<td>Length of branched chain</td>
<td>$(4\sqrt{6}/3)$ m</td>
</tr>
<tr>
<td>$R$</td>
<td>Radius of constrained motion</td>
<td>$(\sqrt{3}/5)$ m</td>
</tr>
<tr>
<td>$S$</td>
<td>Distance between two frame</td>
<td>4 m</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Angular velocity of moving platform</td>
<td>0.02 $\pi$</td>
</tr>
</tbody>
</table>

Table 2: Initial conditions of Case 1 for simulation.

<table>
<thead>
<tr>
<th>$h_1$</th>
<th>$4\sqrt{3}/3$</th>
<th>$h_3$</th>
<th>$4\sqrt{3}/3$</th>
<th>$\dot{h}_1$</th>
<th>$-\sqrt{3}\omega/2$</th>
<th>$\dot{h}_3$</th>
<th>$\sqrt{3}\omega/2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_1$</td>
<td>$3\pi/4$</td>
<td>$\theta_3$</td>
<td>$3\pi/4$</td>
<td>$\dot{\theta}_1$</td>
<td>$-\sqrt{6}\omega/2l$</td>
<td>$\dot{\theta}_3$</td>
<td>$\sqrt{6}\omega/2l$</td>
</tr>
<tr>
<td>$\varphi_1$</td>
<td>$2\pi/3$</td>
<td>$\varphi_3$</td>
<td>$4\pi/3$</td>
<td>$\dot{\varphi}_1$</td>
<td>$-\sqrt{2}\omega/2l$</td>
<td>$\dot{\varphi}_3$</td>
<td>$-\sqrt{2}\omega/2l$</td>
</tr>
<tr>
<td>$h_2$</td>
<td>$4\sqrt{3}/3$</td>
<td>$x_p$</td>
<td>$-2\sqrt{3}/3$</td>
<td>$\dot{h}_2$</td>
<td>0</td>
<td>$\dot{x}_p$</td>
<td>0</td>
</tr>
<tr>
<td>$\theta_2$</td>
<td>$3\pi/4$</td>
<td>$y_p$</td>
<td>2</td>
<td>$\dot{\theta}_2$</td>
<td>0</td>
<td>$\dot{y}_p$</td>
<td>$\omega$</td>
</tr>
<tr>
<td>$\varphi_2$</td>
<td>$2\pi$</td>
<td>$z_p$</td>
<td>0</td>
<td>$\dot{\varphi}_2$</td>
<td>$\sqrt{2}\omega/l$</td>
<td>$\dot{z}_p$</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Therefore, the matrices $A_p, b_p$ can be obtained. The control force can be obtained as well.

4.2. Simulation Results. In this section, the explicit analytic results given in Section 4 are verified by numerical simulations. The numerical integration throughout this paper is done in the MATLAB environment using a variable time step ode15s integrator and the time of simulation is 1000 seconds. The values of the parameters are defined in Table 1.

We give the initial conditions of Case 1 including initial coordinate and velocity of the generalized coordinates in Table 2.

Figures 3 and 4 show the simulated trajectory of the parallel manipulator in different views. From the two figures, we can see the moving platform can move on the given trajectory by solving the Udwadia-Kalaba equation (36). In Figures 5, 6, and 7, we show the variation of the three parameters $h, \theta, \varphi$, respectively. Figure 8 proved the distance between the platform and three saddles is constant; in other words, the length of branched chains is unchangeable which means the method in this paper is right. Figures 9 and 10 show the error of the platform in $x$ and $y$ directions, respectively. The errors are really small which means the platform can move along the desired trajectory. Figure 11 shows the forces generated by motors which verified the new approach validity.

In Case 2, we give the initial conditions in Table 3.

Figures 12 and 13 show the simulated trajectory in Case 2. From the Figures 13(a), 13(b), and 13(c), we can see the trajectory in $x$, $y$, and $z$ directions clearly. Figures 14, 15, and 16 show the variation of the three parameters $h, \theta, \varphi$, respectively. Figures 17, 18, and 19 show the error of the platform in $x$, $y$, and $z$ directions, respectively. The errors are all very small which are, respectively, in the order of $10^{-11}$, $10^{-5}$, and $10^{-10}$. Figure 20 shows the forces generated by motors in Case 2.

5. Conclusion

In this paper, Udwadia-Kalaba approach is applied for trajectory tracking control of the 3-HSS parallel manipulator for the first time. First, we establish the nonlinear dynamic
Table 3: Initial conditions of Case 2 for simulation.

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_1$</td>
<td>$4\sqrt{3}/3$</td>
<td>$h_3$</td>
<td>$4\sqrt{3}/3$</td>
<td>$\dot{h}_1$</td>
</tr>
<tr>
<td>$\dot{h}_1$</td>
<td>$-\sqrt{3}R_0/2$</td>
<td>$\dot{h}_3$</td>
<td>$\sqrt{3}R_0/2$</td>
<td></td>
</tr>
<tr>
<td>$\theta_1$</td>
<td>$3\pi/4$</td>
<td>$\theta_3$</td>
<td>$3\pi/4$</td>
<td>$\phi_1$</td>
</tr>
<tr>
<td>$\phi_1$</td>
<td>$2\pi/3$</td>
<td>$\phi_3$</td>
<td>$4\pi/3$</td>
<td>$\theta_1$</td>
</tr>
<tr>
<td>$\dot{\theta}_1$</td>
<td>$-\sqrt{6}R_0/2l$</td>
<td>$\dot{\phi}_1$</td>
<td>$0$</td>
<td>$\dot{x}_p$</td>
</tr>
<tr>
<td>$\dot{\phi}_1$</td>
<td>$0$</td>
<td>$\dot{y}_p$</td>
<td>$R_0$</td>
<td></td>
</tr>
<tr>
<td>$\theta_2$</td>
<td>$3\pi/4$</td>
<td>$\theta_2$</td>
<td>$2\pi$</td>
<td>$\dot{x}_p$</td>
</tr>
<tr>
<td>$\phi_2$</td>
<td>$2\pi$</td>
<td>$\phi_2$</td>
<td>$0$</td>
<td>$\dot{z}_p$</td>
</tr>
<tr>
<td>$\dot{\phi}_2$</td>
<td>$\sqrt{2}R_0/l$</td>
<td>$\dot{z}_p$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 4: The simulated trajectory of the parallel manipulator in different view in Case 1.

Figure 5: The variation of parameter $h$ in simulation in Case 1.

Figure 6: The variation of parameter $\theta$ in simulation in Case 1.

Figure 7: The variation of parameter $\phi$ in simulation in Case 1.

model by dividing the system into four “unconstrained” subsystems which simplifies the modeling process. Next, the system structure and desired trajectory are regarded as the structure constraints and performance constraints, respectively. Finally, this approach provides an explicit, closed-form analytical expression for the control force by solving Udwadia-Kalaba equation. The simulation results of two cases show that the servoconstraint forces based on Udwadia-Kalaba equation make the platform’s movement meets the designed trajectory precisely.
In summary, there are two main advantages of this approach in this paper. First, this paper provides an easy dynamic modeling process for 3-HSS parallel manipulator. The constraints in the system which can be holonomic as well as nonholonomic are divided into structure constraints and performance constraints. What we need do is to get the second-order-form constraints. It is more convenient compared with the common approach. Second, the control performance is excellent due to the exact equation of motion by this approach. However, in another approach, there are approximations of the equation of motion or modification of the controller such as Lagrange multiplier which makes the equation complicated and the tracking performance not optimistic.
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Figure 13: The simulated trajectory of the parallel manipulator in different views in Case 2.

Figure 14: The variation of parameter $h$ in simulation in Case 2.

Figure 15: The variation of parameter $\theta$ in simulation in Case 2.

Figure 16: The variation of parameter $\varphi$ in simulation in Case 2.

Figure 17: The error of platform in the $x$ direction in Case 2.
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