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Multiple fractured horizontal wells have been widely used to develop unconventional tight gas reservoirs. Currently, many well testing models were established to study the performance of fractured horizontal wells in tight gas reservoirs. However, none of these models thoroughly takes stress-sensitivity of natural fractures and variable conductivity of artificial fractures into consideration. Based on the consideration of stress-sensitivity of natural fractures and variable conductivity of artificial fractures, a novel well testing model for fractured horizontal well in tight gas reservoirs is proposed. And the semianalytical solution of this new model is obtained by dividing the artificial fracture into different segments under the integrative methods of Laplace transformation, point source function, perturbation theory, superposition principle, and Stehfest numerical inversion. After validation, the semianalytical solution is consistent with that of Zerzar’s model (2004). Also, typical pressure and pressure derivative curves are plotted. According to typical curves, seven regimes can be derived, namely, bilinear flow, linear flow, early-time pseudoradial flow, biradial flow, intermediate-time pseudoradial flow, and pseudo-steady state interporosity flow, and late-time pseudoradial flow can be identified. In addition, this paper analyzes the impact on pressure and pressure derivative curves exerted by variable conductivity and stress-sensitivity. The results show that variable conductivity mainly affects the early flow regimes, including bilinear flow, linear flow, and early-time radial flow, while the stress-sensitivity mainly affects the later flow regimes, including intermediate-time pseudoradial flow, pseudo-steady state interporosity flow, and late-time pseudoradial flow. The typical curves will ascend with the increasing of stress-sensitivity coefficient. The research provides a method for precise prediction of formation parameters and has a significant impact on the tight gas reservoir development.

1. Introduction

The technology of multiple fractured horizontal well has become the mainstream method for exploiting tight gas reservoirs [1–4]. The pressure analysis of multiple fractured horizontal wells has a great significance to the development and optimization of tight gas reservoirs. In general, the natural fracture has developed in tight gas reservoirs [5, 6]. The natural fracture medium has the stress-sensitivity characteristic [5–9]. And along the extending direction, artificial fractures are mostly irregular [10, 11] and the proppant distribution is uneven [12], so the artificial hydraulic fracture is variable conductivity. Although there are many researches on pressure analysis of multiple fractured horizontal wells, they rarely take the stress-sensitivity of natural fractures and the variable conductivity of artificial fractures into consideration, simultaneously.

Zerzar et al. [13] researched the pressure characteristic of multiple hydraulically fractured horizontal wells. In Zerzar’s work [13], the variable conductivity of fracture was neglected. Medeiros. et al. [14] discussed the performance of fractured horizontal well in a tight gas formation. In the work of Medeiros. et al. [14], hydraulic fracture was finite conductivity. The natural fractured zones around the hydraulic
fracture were double-porosity idealization. However, the stress-sensitivity of the tight gas reservoir was neglected and the conductivity of hydraulic fracture was a constant. Based on Green’s functions and the source/sink method, Yao et al. [15] presented a semianalytical pressure analysis model of the multiple fractured horizontal well. In Yao’s [15] work, the fracture was finite conductivity (the conductivity of fracture is a constant) and they did not consider the effect of stress-sensitivity in the tight gas reservoir on well performance. Guo et al. [16] established a coupling model for a multiple fractured horizontal well in tight reservoirs. During the establishment of the coupling model, finite conductivity of hydraulic fractures and stress-sensitivity of the reservoir were taken into account. However, they did not take the effect of variable conductivity of hydraulic fracture on well performance into consideration. Xu et al. [17] established a coupling model of fractured horizontal well in tight oil reservoir by using Green functions and Newman product principle. In the study, the fracture was infinite conductivity and the stress-sensitivity was neglected. Chen et al. [18] proposed a semianalytical model for multiple fractured horizontal wells with consideration of pressure drop in wellbore. Although the finite conductivity of hydraulic fracture and stress-sensitivity of reservoir were taken into consideration, they treated tight gas reservoir as a single pore medium and the conductivity of hydraulic fracture was a constant. Zhang et al. [19] and Yin et al. [20] established a performance model of horizontal wells with multiple fractures in a tight oil reservoir. However, they did not take the stress-sensitivity and variable conductivity into consideration.

As stated above, many scholars have built the multi-ple fractured horizontal well testing model in tight gas/oil reservoirs, most of which assume the conductivity of the fractures to be infinite or constant. However, microseismic monitoring and experimental researches can observe complex fracture network during the fracturing process and along the extending direction of fractures which are mostly irregular such as wedge-shaped fractures [10]. Therefore, fracture conductivity along the extending direction of fractures cannot be considered as a constant. This paper firstly establishes a multiple fractured horizontal well model with the consideration of variable fracture conductivity and stress-sensitivity of reservoir permeability in tight gas reservoirs. A novel semianalytical solution has been derived by utilizing Laplace transformation, point source function, perturbation theory, superposition principle, and Stehfest numerical inversion. The predictions by the proposed model are in good agreement with those of Zerzar’s model [13]. According to the curves of dimensionless pressure and pressure derivative, seven flow regimes can be identified. Finally, the effects of relevant parameters are discussed, especially for the variable conductivity of artificial fractures.

2. Physical Model

Figure 1 shows the horizontal well with a series of vertical fractures. The fractures vertically intersect the y-axis, distribute at random along the y-axis, and extend along the x-axis. Figure 2 is the platform of a multifractured horizontal well in a laterally infinite reservoir. In order to establish this model, some assumptions are made as follows.

1. Tight gas reservoirs are dual-porosity systems composed of matrix and natural fractures. Natural fracture system is stress-sensitivity. In other words, the permeability of natural fracture system varies with the effective stress. And the relationship between the permeability of natural fracture system and effective stress is a power exponential relation [21]. The height of the reservoir is constant with impermeable top and bottom boundaries.

2. Two wings of each fracture may be of unequal length. The conductivity of each wing is different and even for the same fracture wing the conductivity is also a function of coordinates.

3. Gas flow within natural fracture system can be described by Darcy’s flow. Considering ultralow permeability of matrix, from matrix to fractures, the gas flow is pseudo-steady state interporosity flow.

4. The multiple fractured horizontal well produces at a constant rate. However, the flow rate of each fracture is different.

5. The initial pressure throughout the reservoir is uniform which equals \(p_i\). The impacts of gravity and capillary force are neglected.

3. Mathematical Model

3.1. Dimensionless Definitions. For the sake of simplicity, the following dimensionless variables will be utilized.

The pseudopressure

\[
m(p) = 2 \int_{p_m}^p \frac{d\rho}{\mu \zeta} \quad (1)
\]

The dimensionless pseudopressure

\[
m_D = \frac{nkJ hT_c}{P_sQ_x T} (m(p_i) - m(p)) \quad (2)
\]

The dimensionless time

\[
t_D = \frac{k_i t}{\left(\phi_m C_m + \phi_f C_{1f}\right) \mu_g T_F} \quad (3)
\]
The dimensionless cross flow coefficient

$$\lambda = \frac{\alpha k_m L_F^2}{k_{ji}}$$  \hspace{1cm} (4)

The dimensionless storability ratio

$$\omega_f = \frac{\phi_f C_{if}}{\phi_m C_{im} + \phi_f C_{if}}$$  \hspace{1cm} (5)

where $L_F$ is the length of fracture wing, and the reference length is $L_F$.

$$L_F = \frac{1}{2M} \sum_{j=1}^{2M} L_{Fi}$$  \hspace{1cm} (6)

The dimensionless distance

$$y_D = \frac{x}{L_F};$$

$$r_D = \frac{x}{L_F};$$

$$x_D = \frac{x}{L_F} \in [0, 1]$$

The dimensionless flow rate

$$\tilde{q}_{DF} = \frac{q_F}{Q_\infty};$$

$$\tilde{q}_{DwF} = \frac{\int_0^{\infty} \tilde{q} dx}{Q_\infty}$$  \hspace{1cm} (8)

The conductivity of each fracture wing, depending on the width and permeability of fractures, could be different. The dimensionless fracture wing conductivity can be defined as

$$C_{FD} = \frac{k_{Fw}}{k_f L_F}$$  \hspace{1cm} (9)

The dimensionless stress-sensitivity coefficient

$$\gamma_D = \frac{\gamma_{ps} Q_\infty T}{\pi k_f L T_\infty}$$  \hspace{1cm} (10)

3.2. Gas Reservoir Flow Model. The governing equations (the detailed derivation is given in Appendix A) can be obtained by integrating the respective continuity, motion, and state equations in the natural fracture and matrix systems. By applying the dimensionless variables defined above, the dimensionless form of the governing equations can be written as

Natural fracture system

$$\frac{\partial^2 m_{DF}}{\partial r_D^2} + \frac{1}{r_D} \frac{\partial m_{DF}}{\partial r_D} + \gamma_D \left( \frac{\partial m_{DF}}{\partial r} \right)^2 = e^{-\gamma_D m_{DF}} \omega_f \frac{\partial m_{DF}}{\partial r} + e^{-\gamma_D m_{DF}} \lambda (m_{Dm} - m_{DF})$$  \hspace{1cm} (11)

Matrix system

$$-\lambda (m_{Dm} - m_{DF}) = (1 - \omega_f) \frac{\partial m_{Dm}}{\partial r_D}$$  \hspace{1cm} (12)

The dimensionless form of initial condition

$m_{Dm}|_{r_D=0} = 0;$

$m_{DF}|_{r_D=0} = 0$  \hspace{1cm} (13)

The dimensionless form of boundary condition

$$e^{-\gamma_D m_{DF}} r_D \frac{\partial m_{DF}}{\partial r_D} |_{r_D=0} = -\tilde{q}_D;$$

$$m_{DF}|_{r_D=\infty} = 0$$  \hspace{1cm} (14)

Petrobra’s substitution is as follows:

$$m_D(r_D, t_D) = -\frac{1}{\gamma_D} \ln \left[ 1 - \gamma_D K_D (r_D, t_D) \right]$$  \hspace{1cm} (15)
According to the theory conducted by Wang [21], a parameter perturbation is performed in \( \zeta_D \) by defining the following series:

\[
\begin{align*}
\zeta_D &= \zeta_{D0} + \gamma_D \zeta_{D1} + \gamma_D^2 \zeta_{D2} + \gamma_D^3 \zeta_{D3} + \gamma_D^4 \zeta_{D4} + \cdots \quad (16a) \\
&= -\frac{1}{\gamma_D} \ln \left[ 1 - \gamma_D \zeta_D (r_D, t_D) \right] \\
&= \zeta_D (r_D, t_D) + \frac{1}{2} \gamma_D \zeta_D^2 (r_D, t_D) \\
&\quad + \frac{1}{6} \gamma_D^3 \zeta_D^3 (r_D, t_D) + \frac{1}{24} \gamma_D^4 \zeta_D^4 (r_D, t_D) + \cdots \\
&\left( 1 - \gamma_D \zeta_D (r_D, t_D) \right) \\
&= 1 + \gamma_D \zeta_D (r_D, t_D) + \gamma_D^2 \zeta_D (r_D, t_D) \\
&\quad + \gamma_D^3 \zeta_D (r_D, t_D) + \gamma_D^4 \zeta_D (r_D, t_D) + \cdots \\
&\left( 1 - \frac{1}{\gamma_D} \ln \zeta_D \right)
\end{align*}
\]

By using (15), (16a), (16b), and (16c) to simplify (11)–(14), considering that the value of \( \gamma_D \) is very small, the zero-order perturbation solution can satisfy the accuracy requirement. Equations (11) – (14) can be rewritten as

\[
\begin{align*}
\frac{\partial^2 \zeta_{D0}}{\partial r_D^2} + \frac{1}{r_D} \frac{\partial \zeta_{D0}}{\partial r_D} &= \omega_f \frac{\partial \zeta_{D0}}{\partial t_D} \\
&\quad - \lambda \left( m_D (p_m) - \zeta_{D0} \right) \\
&\quad - \lambda \left( m_{Dm} - \zeta_{D0} \right) = \left( 1 - \omega_f \right) \frac{\partial m_{Dm}}{\partial t_D} \\
&\left. m_{Dm} \right|_{r_D \to 0} = 0; \\
&\left. \zeta_{D0} \right|_{r_D \to 0} = 0 \\
&\left. r_D \frac{\partial \zeta_{D0}}{\partial r_D} \right|_{r_D \to 0} = -\frac{1}{\gamma_D} q_M \\
&\left. \zeta_{D0} \right|_{r_D \to \infty} = 0 \\
\end{align*}
\]

Utilizing Laplace transformation, we can obtain (17)–(20) in Laplace domain

\[
\begin{align*}
\frac{\partial^2 \bar{\zeta}_{D0}}{\partial r_D^2} + \frac{1}{r_D} \frac{\partial \bar{\zeta}_{D0}}{\partial r_D} &= f(s) \bar{\zeta}_{D0} \\
\end{align*}
\]

where \( f(s) = (s \omega_f (1 - \omega_f) + \lambda) / (s(1 - \omega_f) + \lambda) \)

\[
\begin{align*}
&\left. r_D \frac{\partial \bar{\zeta}_{D0}}{\partial r_D} \right|_{r_D \to 0} = -\frac{1}{\gamma_D} q_M \\
&\left. \bar{\zeta}_{D0} \right|_{r_D \to \infty} = 0 \\
&\left. \bar{\zeta}_{D0} \right|_{r_D \to \infty} = 0
\end{align*}
\]

The instantaneous point source solution can be obtained with integration of (21)–(23) [22]. On the basis of the mirror reflected method and superposition principle, the continuous point solution in Laplace domain in infinite gas reservoirs with impermeable top and bottom boundaries can be derived as

\[
\bar{\zeta}_{D0} = \bar{q}_M K_0 \left( r_D \sqrt{sf(s)} \right) \\
\]

Then, the pressure response of i-th segment at \((x, y)\) is

\[
\bar{p}_{D0} = \frac{\bar{q}_M}{\Delta x_{Dn}} \left[ \int_{-\Delta x_{Dn}/2}^{\Delta x_{Dn}/2} K_0 \left( \sqrt{sf(s)} \sqrt{(x_D - x_{Dn})^2 + (y_D - y_{Dn})^2} \right) du \right]
\]

Based on the superposition principle, the pressure response at \((x_{Dj}, y_{Dj}) (1 \leq j \leq N * 2M)\) caused by \(N * 2M\) segments can be obtained as follows:

\[
\bar{p}_{D0} \left( x_{Dj}, y_{Dj} \right) = \sum_{j=1}^{N*2M} \bar{p}_{D0} \left( x_{Dnj}, y_{Dnj} \right)
\]

Substituting (25) into (26), (26) can be rewritten in the matrix form

\[
B \times q_D = \zeta_{D0}
\]

where

\[
B = \begin{bmatrix}
B_{1,1} & \cdots & B_{1,k} & \cdots & B_{1,N*2M} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
B_{k,1} & \cdots & B_{k,k} & \cdots & B_{k,N*2M} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
B_{N*2M,1} & \cdots & B_{N*2M,k} & \cdots & B_{N*2M,N*2M}
\end{bmatrix}
\]

\[
B_{i,j} = \frac{1}{\Delta x_{Dn}} \int_{-\Delta x_{Dn}/2}^{\Delta x_{Dn}/2} K_0 \left( \sqrt{sf(s)} \sqrt{(x_D - x_{Dn} - u)^2 + (y_D - y_{Dn})^2} \right) du
\]

\[
\zeta_{D0} = \begin{bmatrix}
\zeta_{D0,1} \\
\zeta_{D0,2} \\
\vdots \\
\zeta_{D0,N*2M}
\end{bmatrix}
\]

\[
q_D = \begin{bmatrix}
\bar{q}_{D1} \\
\bar{q}_{D2} \\
\vdots \\
\bar{q}_{D,N*2M}
\end{bmatrix}
\]

3.3 Fracture Flow Model. The gas flow differential equation in artificial fracture system is as follows:

\[
\frac{\partial}{\partial x} \left( \frac{k_p \omega_H \partial p_F}{\mu} \frac{\partial p_F}{\partial x} \right) + \bar{q}_F(x) = \phi_F C_{H*F} \frac{\partial p_F}{\partial t}
\]

Since the compressibility of \( C_{H*F} \) is very small and can be negligible, then, (32) can be written as

\[
\frac{\partial}{\partial x} \left( \frac{k_p \omega_H \partial p_F}{\mu} \frac{\partial p_F}{\partial x} \right) + \bar{q}_F(x) = 0
\]

The inner boundary condition

\[
\frac{k_p \omega_H}{\mu} \frac{\partial p_F}{\partial x} \bigg|_{x=0} = q_{wF}
\]
The outer boundary condition
\[ \frac{\partial p_f}{\partial x} \bigg|_{x=L_f} = 0 \]  \hspace{1cm} (35)

The initial condition
\[ p_f(x, t = 0) = p_i \]  \hspace{1cm} (36)

Dividing the i-th fracture wing into N equal parts and taking the Laplace transformation of ((16a), (16b), (16c))–(18), the pressure response of the i-th segment can be expressed as follows (the detailed derivation is given in Appendix B):
\[
\overline{m}_{DF}(x_{Di}) = \overline{m}_{wDN} \\
+ \pi \Delta x_p \sum_{j=1}^{i-2} \left[ \overline{q}_{DF}(x_{Dj}) \right] \sum_{n=j+1}^{i} \frac{1}{C_{FDn}} \\
+ \pi \Delta x_p \left[ \overline{q}_{DF}(x_{D(i-1)}) \right] \frac{2\pi}{C_{FDi}} \\
- \sum_{j=1}^{i} x_{Dj} \left( \frac{1}{C_{FDi}} - \frac{1}{C_{FD(i+1)}} \right) - \frac{2\pi x_{DFi}}{sC_{FDi}}
\]  \hspace{1cm} (37)

Equation (37) can be written in the matrix form
\[
\mathbf{m}_{wDN} - C \times \mathbf{q}_{DF} = \mathbf{m}_{DF} \hspace{1cm} (38)
\]
\[
\mathbf{q}_{DF} = \begin{bmatrix} \overline{q}_{DF1} \overline{q}_{DF2} \cdots \overline{q}_{DFN*2M} \end{bmatrix}^T \hspace{1cm} (39)
\]
\[
\mathbf{m}_{wDN} = \begin{bmatrix} \overline{m}_{wDN} & \overline{m}_{wDN} & \cdots & \overline{m}_{wDN} \end{bmatrix}^T \hspace{1cm} (40)
\]

3.4. Semianalytical Solution. According to the continuity of the pressure and flux along the fracture surface in the process of seepage, we can obtain the following equations:
\[
\overline{m}_{DF}(x_{Dm}, y_D) = \overline{q}_{DF}(x_{Dm}, y_D) \hspace{1cm} (41)
\]

The total flow rate is the summation of the flow from each fracture:
\[
\sum_{j=1}^{N+2M} s_{DFj} = 1 \hspace{1cm} (42)
\]

Combining (27)–(31) and (38)–(42), we can obtain
\[
\begin{bmatrix} C + B & \cdots & -1 \\ s & \cdots & s & -1 \end{bmatrix} \times \begin{bmatrix} \mathbf{q}_{DF} \\ \overline{m}_{wDN} \end{bmatrix} = \mathbf{b} \hspace{1cm} (43)
\]
\[
\mathbf{b} = \begin{bmatrix} 0 & 0 & \cdots & 0 \end{bmatrix}^T \hspace{1cm} (44)
\]

By solving (43), we can obtain the wellbore pressure and the flux distribution in the artificial fracture in Laplace domain, which can be further inverted to the real time space with Stehfest numerical algorithm [23]. According to (15), the solution with consideration of stress-sensitivity of natural fracture system can be obtained
\[
m_{wD}(r_D, t_D) = \frac{1}{r_D} \ln \left[ 1 - \gamma_D m_{wDN}(r_D, t_D) \right] \hspace{1cm} (45)
\]

4. Model Validation

To validate our results, the data of a horizontal well intercepted by three vertical fractures in the literature [13] is selected. The conductivity of hydraulic fracture is a constant ($C_{FD} = 20$). The curves of dimensionless pressure and pressure derivative presented in this paper are compared with the work of Aissa et al. in Figure 3. As can be seen from Figure 3, the results obtained in this paper show excellent agreement with those of Aissa Zerzar’s model.

5. Results and Discussion

In order to more authentically reflect the actual characteristics of fractures, a multiple fractured horizontal well model is proposed in this paper with the simultaneous consideration of various influences, such as unequal length and different conductivity fractures, nonuniform distribution of fractures along the horizontal well, and variable conductivity within each wing along the extending direction of fractures (the conductivity of each part of fracture can be different). However, for the convenience of studying the impact of variable conductivity in the fracture extending direction on the pressure response of fractured horizontal well, parameters are selected to plot the corresponding curves with the assumption that all the wings of fractures have the same properties and consist of two different conductivities.

5.1. Flow Characteristics Analysis. In this section, the dimensionless pressure and pressure derivative curves for fractured...
horizontal well are computed with the proposed well testing model and the effects of relevant parameters are analyzed.

Figure 4 shows the typical well testing curves for fractured horizontal well. The values of relevant parameters in Figure 4 are listed as follows. The values of relevant parameters in Figure 4 are listed as follows: \( L_p = 100m; N = 5; M = 2; \omega_f = 0.1; FS = 20; \lambda = 10^{-6}; C_{FD1} = 10; C_{FD2} = 500; \) and \( y_D = 0.05 \). It can be seen from Figure 4 that there are seven flow regimes for a multiple fractured horizontal well in tight gas reservoirs.

1. Bilinear flow period: during this stage, both the dimensionless pressure and pressure derivative curves have a straight line with a slope of 1/4. Gas flows from the reservoirs to artificial fractures and from artificial fractures to wellbore simultaneously. This region only occurs when the fracture conductivity is finite.

2. Early-time linear flow: both pressure and pressure derivative curves are characterized by a slope of 1/2 straight line. During this period, gas flows linearly from formation to individual fractures and each fracture produces independently, and the interference between different fractures has not occurred yet.

3. Early-time radial flow: during this period, the value of the pressure derivative curve is “1/2M” where M is the number of fractures. Early radial flow time depends on the half length of fracture and distance between fractures.

4. Biradial flow period: during this period, the pressure and pressure derivative curves are two parallel lines. Pressure waves reach the adjacent fractures, and the interference between different fractures gradually becomes apparent.

5. Intermediate pseudoradial flow: during this period, the pressure derivative curve is characterized by a horizontal line with a value of 0.5. The interporosity flow coefficient determines the occurrence time of this stage.

6. Pseudo-steady state interporosity flow, which is marked by a "dip" in the pressure derivative curve: the interporosity flow coefficient represents fluid ability from matrix to fracture system. The dimensionless storability ratio mainly affects the "dip" shape on pressure derivative type curves.

7. Late-time pseudoradial flow period: without stress-sensitivity, the pressure derivative curve is a horizontal line with a value of 0.5. However, when considering the effect of the stress-sensitivity, the pressure derivative curve is no longer a horizontal line but bends upward, which indicates the faster pressure drop.

5.2. Effect of Stress-Sensitivity on Type Curves. Figure 5 shows the impact of dimensionless stress-sensitivity coefficient on pressure and pressure derivative curves of fractured horizontal wells in tight gas reservoirs. The values of relevant parameters are listed as follows: \( L_p = 100m; N = 5; M = 2; \omega_f = 0.1; FS = 20; \lambda = 10^{-6}; C_{FD1} = 10; C_{FD2} = 500; y_D = 0.05, 0.08, 0.1; x = 40m \). Figure 5 reveals that the dimensionless stress-sensitivity factor mainly affects the late flow regimes, including early-time pseudoradial flow, pseudo-steady state interporosity flow, and late-time radial flow. The greater the dimensionless stress-sensitivity coefficient is, the higher the pressure and pressure derivative curves in the late flow stages bend upwards. According to the microscopic mechanism of tight gas reservoirs, the natural fractures gradually close with the decrease of formation pressure. As a result, natural fracture permeability decreases and the flow resistance increases. Therefore, formation pressure drops faster in order to maintain a constant production, which manifests upward on pressure and pressure derivative curves.

5.3. Effect of Variable Fracture Conductivity. For the sake of studying the impact of variable conductivity in the fracture extending direction on the pressure response of fractured horizontal well, the influence of stress-sensitivity has to be reduced; thus a small enough value of dimensionless stress-sensitivity coefficient is set to be 0.01. The values of other relevant parameters are listed as follows: \( L_p = 100m; N = 5; M = 2; \omega_f = 0.1; FS = 20; \lambda = 10^{-6}; C_{FD1} = 10; C_{FD2} = 500. \) The pressure and pressure derivative curves are, respectively, shown in Figures 6 and 7. These two figures are the pressure and pressure derivative curves of fractured horizontal wells considering variable fracture conductivity.
respectively. Variable fracture conductivity nearby the wellbore is low while in the fracture extreme it is high. From Figures 6 and 7, we can see that the pressure and pressure derivative curves considering variable conductivity are closer to those of $x = 0$ ($C_{FD1} = 10$) at the beginning of bilinear flow period. It indicates that the low fracture conductivity dominates the flow in this case. However, as time increases, the curves gradually approach the pressure and pressure derivative curves of $x = 100$ ($C_{FD2} = 500$), indicating that the flow is gradually controlled by the high conductivity section of fractures. It can also be observed from Figures 6 and 7 that the appearance of flow controlled by the high conductivity part of fractures will be delayed with the increase of $x$.

In order to better explain the phenomenon above, the flux distributions of gas flow from the formation to fractures at $t_D = 10^{-6}$ and $t_D = 10^{-2}$ are plotted (shown in Figure 8). Figure 8 shows that most gas enters from the part of fractures near the wellbore. Due to the low fracture conductivity near the wellbore, the resistance of gas flow from formation to fractures is large. Meanwhile, the low conductivity section near the wellbore greatly increases the resistance of gas flow from fractures into the horizontal wellbore. Therefore, the flow at the initial period is mainly affected by the low conductivity part of fractures. Figure 8 illustrates that the main part of gas flow from the formation into fractures occurs in the extreme of fracture at $t_D = 10^{-2}$. Thanks to the higher conductivity of the extreme of fractures, the flow at this time is controlled by the higher conductivity. As $x$ increases, the proportion of high-conductivity fractures decreases and the appearance of flow controlled by high-conductivity fractures will be delayed.

Figures 9 and 10 show the pressure and pressure derivative curves with the values of $C_{FD1} = 1$ and $C_{FD2} = 100$, respectively, while other parameters are the same with Figures 6 and 7. It can be seen that Figures 9 and 6 (or Figures 10 and 7) have similar results. The lower conductivity near the wellbore contributes to the more apparent transition performance on curves from low conductivity to high conductivity. But the
initial time of early radial flow is approximately the same, free from the impact of the variable conductivity.

A set of parameters are given to calculate the pressure and pressure derivative curves shown in Figures 11 and 12 (conductivity nearby the wellbore is high while in the fracture extreme it is low). The values of these parameters are listed as follows: $L_F = 100\text{m}; N = 5; M = 2; \omega_f = 0.1; FS = 20; \lambda = 10^{-6}; C_{FD1} = 100; C_{FD2} = 1; \gamma_D = 0.01$.

Figures 11 and 12 show that, as $x$ increases, the pressure and pressure derivative curves gradually switch from the pressure and pressure derivative curves for $x = 0$ ($C_{FD} = 1$) to $x = 100$ ($C_{FD} = 100$). The main reasons are the same as in Figures 6 and 7. Figure 12 also shows that the pressure derivative curve considering variable fracture conductivity is closer to the curve for $x = 100$. It is the main reason that the portion of fractures near the wellbore is not only the major part where gas flows from formation into fractures at the beginning of flow, but also the path where gas flows from other portions of fractures into the horizontal wellbore. Consequently, the portion of fractures near the wellbore has greater impact on variable conductivity curves. With the increase of $x$, the total conductivity of variable conductivity fractures increases and the early radial flow appears in advance.

5.4. Effect of Wellbore Storage and Skin. Applying Duhamel's principle, the dimensionless bottom-hole pressure derived in Laplace space incorporating wellbore storage coefficient and skin factor can be expressed as follows:

$$m_{wd} = \frac{s m_{wDN} + S}{s + C_{DS} s^2 (s m_{wDN} + S)} \quad (46)$$

The values of relevant parameters are listed as follows: $L_F = 100\text{m}; N = 5; M = 2; \omega_f = 0.1; FS = 20; \lambda = 10^{-6}; C_{FD1} = 100; C_{FD2} = 1; \gamma_D = 0.01; x = 40\text{m}; S = 0.1; C_D = 10^{-3}$. It can be observed in Figure 13 that both pressure and pressure derivative curves are marked by a slope straight line which is influenced by wellbore storage. The pressure derivative curve shows a "hump" when the flow regime is affected by skin factor and the pressure.
6. Conclusions

(1) A well testing model of multiple fractured horizontal well with consideration of stress-sensitivity of natural fractures and variable conductivity of artificial fractures in tight gas reservoirs is proposed. The results of the proposed model in this paper show good agreement with those of Zerzar’s model.

(2) There are seven flow regimes for multiple fractured horizontal well in tight gas reservoirs, in time order, which are bilinear flow, linear flow, early-time pseudo-radial flow, biradial flow, intermediate-time pseudo-radial flow, pseudo-steady state interporosity flow, and late-time pseudo-radial flow.

(3) The variable conductivity affects the typical curves in the early flow regimes, including bilinear flow, linear flow, and early-time pseudo-radial flow. And the stress-sensitivity of natural fractures affects the typical curves in the late flow regimes, including intermediate-time pseudo-radial flow, pseudo-steady state interporosity flow, and late-time radial flow. The typical curves will ascend with the increasing of stress-sensitivity coefficient.

Appendix

A.

Here we briefly describe the derivation of partial differential equation for matrix and natural fracture systems. For radial coordinate, the continuity equation in natural fracture system can be expressed as

\[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \rho_f v_f \right) = \frac{\partial (\rho_f \phi_f)}{\partial t} + q_m \]  
(A.1)

Assuming that the interporosity flow from the matrix to the fractures is in a pseudo-steady state, the interporosity flow equation neglecting the percolation flow in the matrix can be written as

\[ q_m = -\alpha \rho \frac{k_m}{\mu} (p_m - \rho_f) \]  
(A.2)

The continuity equation in matrix system can be expressed as

\[ q_m = \frac{\partial (\rho_m \phi_m)}{\partial t} \]  
(A.3)

Gas state equation, gas compressibility factor, and formation compressibility factor can be expressed, respectively, as

\[ \rho = \frac{pM}{RT} \]  
(A.4)

\[ C_{gfl} = \frac{1}{\rho} \frac{\partial \rho}{\partial p_l} \]  
(A.5)

\[ C_{gff} = \frac{1}{\phi_f} \frac{\partial \phi_f}{\partial p_f} \]

\[ (l = m, f) \]

Combining (A.1)–(A.5), the following equations can be obtained:

\[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \rho_f \frac{\partial \rho_f}{\partial r} \right) = \frac{\partial (\rho_f \phi_f)}{\partial t} + q_m \]  
(A.6)

\[ = \frac{\rho_f \phi_f C_{gfl} \frac{\partial (\rho_f)}{\partial t}}{Z k_f} - \frac{1}{2} \alpha \frac{k_m}{k_f} \left( \frac{p_m^2 - \rho_f^2}{\mu Z} \right) \]  
(A.7)

Substituting pseudopressure equation into (A.6) and (A.7), the following equations can be obtained:

\[ \frac{\partial^2 m(p_f)}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial m(p_f)}{\partial r} \right) \]

\[ = \frac{\mu \phi_f C_{gff} \frac{\partial m(p_f)}{\partial t}}{k_f} - \alpha \frac{k_m}{k_f} \left[ m(p_m) - m(p_f) \right] \]  
(A.8)

\[ + \frac{\mu \phi_f C_{gfl} \frac{\partial m(p_f)}{\partial t}}{k_f} \]

Based on the stress-sensitivity equation [21], the relationship between pseudopressure and permeability is defined as

\[ k_f = k_f e^{-\gamma (m(p_m) - m(p_f))} \]  
(A.10)

Substituting (A.9) and (A.10) into (A.8), we can get the governing equation

\[ \frac{\partial^2 m(p_f)}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial m(p_f)}{\partial r} \right) + \gamma \left( \frac{\partial m(p_f)}{\partial r} \right)^2 \]

\[ = \frac{\mu \phi_f C_{gff} \frac{\partial m(p_f)}{\partial t}}{k_f} \]

\[ + \lambda \left[ m(p_m) - m(p_f) \right] \]  
(A.11)

B.

Here we briefly describe the derivation of the solution of flow model in artificial fracture system. With the definitions of the dimensionless variables, the dimensionless equations such as the governing equation, inner boundary condition, outer boundary condition, and initial condition can be expressed as follows.

The dimensionless transient seepage flow equation in artificial fracture system

\[ \frac{\partial}{\partial x_D} \left( C_{FD} \frac{\partial m_{DF}}{\partial x_D} \right) = 2 \pi \frac{q_{DF}}{C_{FD}} \]  
(B.1)

The dimensionless inner boundary condition

\[ \left. \frac{\partial m_{DF}}{\partial x_D} \right|_{x_D=0} = - \frac{2 \pi q_{DF}}{C_{FD}} \]  
(B.2)
The dimensionless outer boundary condition
\[
\frac{\partial m_{DF}}{\partial x} \bigg|_{x_D=1} = 0 \tag{B.3}
\]

The dimensionless initial condition
\[
m_{DF} (x_D, t_D = 0) = 0, \quad 0 < x_D < 1 \tag{B.4}
\]

With the Laplace transformation, we can obtain the following equations:
\[
\frac{\partial}{\partial x_D} \left( C_{FD} \frac{\partial \overline{m}_{DF}}{\partial x_D} \right) = 2\pi L_F \frac{\overline{q}_{DF}}{C_{FD}} (x_D) \tag{B.5}
\]
\[
\frac{\partial \overline{m}_{DF}}{\partial x_D} \bigg|_{x_D=0} = - \left( \frac{2\pi q_{DF}}{C_{FD}} \right)_{x_D=0} \tag{B.6}
\]
\[
\frac{\partial \overline{m}_{DF}}{\partial x_D} \bigg|_{x_D=1} = 0 \tag{B.7}
\]
\[
\overline{m}_{DF} (x_D, 0) = 0 \tag{B.8}
\]

Integrating for 0 to \(x_D\), (B.5) can be rewritten as
\[
\int_0^{x_D} \frac{\partial}{\partial x_D} \left( C_{FD} \frac{\partial \overline{m}_{DF}}{\partial x_D} \right) \, dx_D = \int_0^{x_D} 2\pi L_F \frac{\overline{q}_{DF}}{C_{FD}} (x_D) \, dx_D \tag{B.9}
\]

Then
\[
C_{FD} \frac{\partial \overline{m}_{DF}}{\partial x_D} \bigg|_{u=x_D} = C_{FD} \frac{\partial \overline{m}_{DF}}{\partial x_D} \bigg|_{u=0} \tag{B.10}
\]

Substituting (B.6) into (B.10), we can obtain
\[
C_{FD} \frac{\partial \overline{m}_{DF}}{\partial x_D} + 2\pi q_{DF} = \int_0^{x_D} 2\pi L_F \frac{\overline{q}_{DF}}{C_{FD}} (x_D) \, dx_D \tag{B.11}
\]

Integrating both sides of (B.11) from 0 to \(x_D\)
\[
\int_0^{x_D} C_{FD} \frac{\partial \overline{m}_{DF}}{\partial x_D} \, dx_D + \int_0^{x_D} 2\pi L_F \overline{q}_{DF} \, dx_D = \int_0^{x_D} 2\pi L_F \frac{\overline{q}_{DF}}{C_{FD}} (x_D) \, dx_D \tag{B.12}
\]

Equation (B.12) can be simplified as
\[
\int_0^{x_D} C_{FD} \frac{\partial \overline{m}_{DF}}{\partial x_D} + 2\pi L_F \overline{q}_{DF} \, dx_D = 2\pi L_F x_D \int_0^{x_D} \overline{q}_{DF} (x_D) \, dx_D \tag{B.13}
\]

We divide each wing of a fracture into \(N\) equal segments and assume each discrete segment can be seen as a surface source with a uniform flux density, so the pressure response of the \(i\)-th segment can be obtained
\[
\sum_{j=1}^{i} \int_{x_D^{i+1/2}}^{x_D^{i+1/2}} \frac{C_{FD}}{\overline{m}_{DF}} \frac{\partial \overline{m}_{DF}}{\partial x_D} \, dx_D + 2\pi x_D \overline{q}_{DFw} = 0 \tag{B.14}
\]

Define
\[
\Delta x_D = x_{i+1/2} - x_{i-1/2}; \tag{B.15}
\]

where \(\Delta x = L_F/N; \Delta x_D = 1/N\)

Substituting (B.15) into (B.14), we have
\[
\sum_{j=1}^{i} C_{FDj} \left( \frac{\overline{m}_{DF} (x_D^{i+1/2}) - \overline{m}_{DF} (x_D^{i-1/2})}{\Delta x_D} \right) + 2\pi x_D \overline{q}_{DFw} = 0 \tag{B.16}
\]

For \(i = 1\), (B.16) becomes
\[
C_{FD1} \left( \frac{\overline{m}_{DF} (x_D^1)}{\Delta x_D} - \frac{\overline{m}_{DF} (x_D^0)}{\Delta x_D} \right) + 2\pi x_D \overline{q}_{DFw} = 0 \tag{B.17}
\]

Since \(\overline{m}_{DF} (x_D^0) = \overline{m}_{wDN}\), (B.17) can be simplified as follows:
\[
\overline{m}_{DF} (x_D^1) = \overline{m}_{wDN} - \frac{2\pi x_D \overline{q}_{DFw}}{C_{FD1}} \tag{B.18}
\]
For $i = 2$

$$\begin{align*}
    C_{FD1} (\overline{m}_{DF} (x_{D1}) - \overline{m}_{DF} (x_{D0})) \\
    + C_{FD2} (\overline{m}_{DF} (x_{D2}) - \overline{m}_{DF} (x_{D1})) \\
    + 2\pi x_{D2} \overline{q}_{DFw} \\
    = 2\pi L_F x_D \Delta x_D \left( \overline{q}_{DF} (x_{D1}) + \overline{q}_{DF} (x_{D2}) \right) \\
    - 2\pi L_F \Delta x_D \left( x_{D2} \overline{q}_{DF} (x_{D1}) + x_{D1} \overline{q}_{DF} (x_{D2}) \right)
\end{align*}$$

Substituting (B.18) into (B.19) yields

$$\begin{align*}
    \overline{m}_{DF} (x_{D3}) &= \overline{m}_{u DN} + 2\pi L_F \Delta x_D \frac{\overline{q}_{DF} (x_{D1})}{C_{FD2}} \\
    - 2\pi L_F x_D x_D \left( \frac{1}{C_{FD1}} - \frac{1}{C_{FD2}} \right) \\
    - \frac{2\pi x_{D2} \overline{q}_{DFw}}{C_{FD2}} \tag{B.20}
\end{align*}$$

For $i = 3$

$$\begin{align*}
    C_{FD1} (\overline{m}_{DF} (x_{D1}) - \overline{m}_{DF} (x_{D0})) + C_{FD2} (\overline{m}_{DF} (x_{D2}) - \overline{m}_{DF} (x_{D1})) \\
    - \overline{m}_{DF} (x_{D1})) + C_{FD3} (\overline{m}_{DF} (x_{D3}) - \overline{m}_{DF} (x_{D2})) \\
    + 2\pi x_{D2} \overline{q}_{DFw} = 2\pi L_F x_D \Delta x_D \left( \overline{q}_{DF} (x_{D1}) \right) \\
    + \overline{q}_{DF} (x_{D2}) + \overline{q}_{DF} (x_{D3}) \\
    - 2\pi L_F \Delta x_D \left( x_{D2} \overline{q}_{DF} (x_{D1}) + x_{D1} \overline{q}_{DF} (x_{D2}) \\
    + x_{D1} \overline{q}_{DF} (x_{D3}) \right)
\end{align*}$$

Substituting (B.18) and (B.20) into (B.21) yields

$$\begin{align*}
    \overline{m}_{DF} (x_{D3}) &= \overline{m}_{u DN} - 2\pi x_{D1} \overline{q}_{DFw} \left( \frac{1}{C_{FD1}} - \frac{1}{C_{FD2}} \right) \\
    - 2\pi x_{D2} \overline{q}_{DFw} \left( \frac{1}{C_{FD2}} - \frac{1}{C_{FD3}} \right) \\
    - \frac{2\pi x_{D3} \overline{q}_{DFw}}{C_{FD3}} \\
    + 2\pi L_F \Delta x_D \frac{\overline{q}_{DF} (x_{D1})}{C_{FD2}} \\
    + 2\pi L_F \Delta x_D \frac{\overline{q}_{DF} (x_{D2})}{C_{FD3}} \tag{B.22}
\end{align*}$$

From the derivation above, the pressure response of the $i$-th segment of fracture can be obtained as follows:

$$\begin{align*}
    \overline{m}_{DF} (x_{Di}) &= \overline{m}_{u DN} \\
    + 2\pi L_F \Delta x_D \frac{\overline{q}_{DF} (x_{Di})}{C_{FDi}} \sum_{j=1}^{i-2} \frac{1}{C_{FDj+1}} \\
    + 2\pi L_F \Delta x_D \frac{\overline{q}_{DF} (x_{Di-1})}{C_{FDi}} \sum_{j=1}^{i-2} \frac{1}{C_{FDj+1}} \\
    - 2\pi L_F \Delta x_D \frac{\overline{q}_{DF} (x_{Di-1})}{C_{FDi}} \sum_{j=1}^{i-2} \frac{1}{C_{FDj+1}} \tag{B.23}
\end{align*}$$

Assuming that the flux distribution of each discrete segment was uniform, then

$$\begin{align*}
    \overline{q}_{DF} (x_{Di-1}) &= \Delta x_D L_F \overline{q}_{DF} = \Delta x D\overline{q}_{DF} (x_{Di-1}) \tag{B.24} \\
    \overline{q}_{DFw} &= \sum_{j=1}^{N} \overline{q}_{DF} (x_{Dn}) \tag{B.25}
\end{align*}$$

Combining (B.23), (B.24), and (B.25), the following equation can be obtained:

$$\begin{align*}
    \overline{m}_{DF} (x_{D3}) &= \overline{m}_{u DN} \\
    + 2\pi L_F \Delta x_D \frac{\overline{q}_{DF} (x_{Di})}{C_{FDi}} \sum_{j=1}^{i-2} \frac{1}{C_{FDj+1}} \\
    + 2\pi L_F \Delta x_D \frac{\overline{q}_{DF} (x_{Di-1})}{C_{FDi}} \sum_{j=1}^{i-2} \frac{1}{C_{FDj+1}} \\
    - 2\pi L_F \Delta x_D \frac{\overline{q}_{DF} (x_{Di-1})}{C_{FDi}} \sum_{j=1}^{i-2} \frac{1}{C_{FDj+1}} \tag{B.26}
\end{align*}$$
Nomenclature

- $C_{FD}$: Dimensionless fracture conductivity
- $S$: Skin factor, dimensionless
- $t_D$: Dimensionless time
- $C_D$: Dimensionless wellbore storage factor
- $m$: Pseudopressure, $Pa/s$
- $m_{DF}$: Dimensionless artificial fracture system pseudopressure
- $m_{DF}$: Dimensionless matrix system pseudopressure
- $m_{DFy}$: Dimensionless natural fracture system pseudopressure
- $s$: Laplace variable
- $m_{wDN}$: Dimensionless bottom pressure ignoring skin factor and the wellbore storage in Laplace domain
- $m_{wD}$: Dimensionless bottom pressure considering skin factor and the wellbore storage in Laplace domain
- $m_D$: Dimensionless pseudopressure in Laplace domain
- $m_{DF}$: Dimensionless pseudopressure of artificial fracture system in Laplace domain
- $K_0(\alpha)$: Modified Bessel function of second kind, zero order
- $\rho$: Gas density $kg/m^3$
- $\rho_{sc}$: Gas density at standard condition, $kg/m^3$
- $\bar{q}$: Surface flow rate of the line sink, $m^3/s$
- $\bar{q}_D$: Dimensionless $\bar{q}$, $m^3/s \cdot m$
- $\bar{q}_D$: Dimensionless $\bar{q}$ in Laplace domain
- $\bar{q}_F$: Flow rate per unit fracture length, $m^3/s \cdot m$
- $\bar{q}_F$: Dimensionless flow rate per unit fracture length, $m^3/s$
- $\bar{q}_DF$: Dimensionless flow rate per unit fracture length in Laplace domain
- $\bar{q}_{DFi}$: Dimensionless flow rate of the $i$-th element in Laplace domain
- $q_{DFi}$: The total flow rate of one fracture wing, $m^3/s$
- $q_{DFi}$: Dimensionless total flow rate of one fracture wing
- $q_{DFi}$: Dimensionless total flow rate of one fracture wing in Laplace domain
- $M$: Number of fractures
- $N$: Discrete number of each fracture wing
- $p_{sc}$: Standard pressure, $Pa$
- $p_m$: Matrix pressure, $Pa$
- $p_f$: Pressure of natural fracture system, $Pa$
- $p_{f}$: Pressure of artificial fracture system, $Pa$
- $p_i$: Initial formation pressure, $Pa$
- $T_{sc}$: Standard temperature, $K$
- $T$: Reservoir temperature, $K$
- $h$: Formation thickness, $m$
- $k_m$: Matrix permeability, $m^2$
- $k_f$: Natural fracture system permeability, $m^2$
- $k_{fji}$: Natural fracture system permeability at initial condition, $m^2$
- $k_f$: Artificial fracture system permeability, $m^2$
- $FS$: Distance between fractures, $m$
- $L_F$: The length of fracture wing, $m$
- $\bar{L}_F$: The average length of fracture wings, $m$
- $Q_{sc}$: Constant surface production rate of the horizontal well, $m^3/s$
- $w$: Fracture width, $m$
- $\phi$: Porosity
- $\lambda$: Interporosity flow coefficient, dimensionless
- $C_{nl}$: Compressibility, $Pa^{-1}$
- $\mu$: Viscosity, $Pa \cdot s$
- $Z$: Gas deviation factor
- $x_i$: $x, y$ coordinates, $m$
- $\Delta x_{DFi}$: Dimensionless length of the $i$-th fracture element on the $x$ coordinate
- $r$: Radial distance, $r = \sqrt{x^2 + y^2}$, $m$
- $r_D$: Dimensionless radial distance, $r_D = \sqrt{x_D^2 + y_D^2}$
- $\Delta L_F$: Distance between artificial fractures, $m$
- $t$: Time, $s$
- $\gamma_{DF}$: Dimensionless stress-sensitivity coefficient
- $\gamma$: Stress-sensitivity coefficient, $Pa^{-1}$

Subscripts

- $f$: Natural fracture system
- $D$: Dimensionless
- $m$: Matrix system
- $F$: Artificial fracture system
- $i$: Initial condition
- $sc$: Standard state.
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