This paper proposes a couple of consensus algorithms for multiagent systems in which agents have first-order nonlinear dynamics, reaching the consensus state at a predefined time independently of the initial conditions. The proposed consensus protocols are based on the so-called time base generators (TBGs), which are time-dependent functions used to build time-varying control laws. Predefined-time convergence to the consensus is proved for connected undirected communication topologies and directed topologies having a spanning tree. Furthermore, one of the proposed protocols is based on the super-twisting controller, providing robustness against disturbances while maintaining the predefined-time convergence property. The performance of the proposed methods is illustrated in simulations, and it is compared with finite-time, fixed-time, and predefined-time consensus protocols. It is shown that the proposed TBG protocols represent an advantage not only in the possibility to define a settling time but also in providing smoother and smaller control actions than existing finite-time, fixed-time, and predefined-time consensus.
median value [22], and the maximum or minimum value [23] of the agent’s initial conditions. Continuous finite-time protocols, based on the $| \cdot |^p \text{sign}(\cdot)$ function, with $0 < \alpha < 1$, have been introduced in [12, 24]. Some algorithms have been extended to achieve finite-time consensus for strongly connected dynamic topologies [20, 25]. Fixed-time protocols have also been proposed in [26, 27]. In these, there exists a bound for the convergence time that is independent of the initial conditions [28, 29]. The protocols are mainly based on functions of the form $| \cdot |^p \text{sign}(\cdot) + | \cdot |^q \text{sign}(\cdot)$, with $0 < q < 1 < p$.

The methods mentioned above cannot be used in applications where real-time constraints have to be accomplished, since in both finite-time and fixed-time consensus, the relationship between the protocol parameters and the convergence time is not straightforward. Thus it is difficult to define the convergence time bound as a function of the protocol parameters. Moreover, the convergence time bound is often overestimated.

To address the consensus design problem with real-time constraints, predefined-time convergence has to be investigated. In this, the time at which consensus is achieved is predefined a priori as a parameter of the consensus protocol, being independent of the initial conditions. Few works have addressed the predefined-time consensus problem. In [30, 31], linear protocols that use time-varying control gains were proposed for reaching network consensus at a preset time. By using a motion planning strategy, predefined-time consensus protocols based on a time-varying sampling sequence convergent to a specified settling time are proposed in [32, 33]. Preliminary versions of a couple of predefined-time protocols were proposed in [34], taking advantage of time base generators (TBGs), which are parametric time signals that converge to zero in a specified time [35], and can be tracked using feedback controllers.

In this work, a couple of consensus algorithms based on TBGs are proposed as an extension to [34]. One algorithm is based on a linear-feedback, and the other is based on the super-twisting controller for the tracking of the TBG signal. The proposed approach can be applied to systems in which agents belong to the class of first-order controllable linear systems and nonlinear systems that can be linearized by state feedback [36]. Comparisons between the proposed protocols and finite-time, fixed-time, and predefined-time protocols are provided through simulations, showing the advantages of the proposed approach. In contrast with works on predefined-time consensus [30–32], the contribution of this paper is threefold: First, the proposed controllers yield smoother auxiliary control signals (without considering the linearization terms) with smaller magnitudes. Second, there are no parameters in the proposed consensus protocols depending on the algebraic connectivity of the graph considered. Third, a super-twisting controller is presented to deal with perturbed dynamics in the network’s agents. With respect to our preliminary conference version [34], two main extensions are reported herein: (1) the new linear-feedback protocol drives the agents towards the initial conditions average (for undirected graphs) or the weighted sum of the initial conditions (for directed graphs), whereas in our previous work the consensus value was artificially specified; (2) convergence to the consensus value in predefined time is demonstrated even if uncertainty in the knowledge of the initial state is introduced in the controller, at difference of our previous results, where it was assumed that the initial state was perfectly known.

It is known that second-order systems can represent a broader class of real systems than first-order systems. However, the last class of systems has also broad applicability, for instance, in robotics for kinematic control of holonomic robots. We are very interested in generalizing our results even for systems of a higher order than two, taking into account existing results like the ones in [37, 38].

The rest of this paper is organized as follows. Section 2 introduces some background in algebraic graph theory, defines the class of systems for which the proposed method is applicable, and formulates the problem to be solved in this paper. Section 3 presents the proposed consensus protocols: a linear-feedback and a super-twisting controller for the tracking of the TBG signal. Section 4 presents simulation results and a comparison of the proposed controllers with existing approaches. Section 5 provides conclusions.

2. Preliminaries and Problem Definition

2.1. Algebraic Graph Theory. Agents’ communication is represented by a graph $G = (V, E, A)$, which consists of a set of vertices (nodes or agents in this work) $V = \{1, \ldots, N\}$, a set of edges $E \subseteq V \times V$, and a weighted adjacency matrix $A = [a_{ij}]$ with nonnegative adjacency elements $a_{ij}, i.e., a_{ij} > 0$ iff $(i, j) \in E$. The set of neighbors of agent $i$ is denoted by $N_i = \{j \in V : (j, i) \in E\}$.

Definition 1 (see [39, 40]). A graph $G$ is called directed if there is an entry of $A$ that fulfills $a_{ij} > 0$; i.e., $(i, j) \in E$ represents that agent $j$ receives the information of the state value $x_i$ of the agent $i$; otherwise, $a_{ij} = 0$, i.e., $(i, j) \notin E$. A graph $G$ is called undirected if the pairs of nodes are not ordered $a_{ij} = a_{ji} > 0$; otherwise, $a_{ij} = a_{ji} = 0$, i.e., $(i, j), (j, i) \notin E$.

Definition 2 (see [39, 40]). A directed path (respectively, undirected path) from nodes $v_i$ to $v_j$ is a sequence of distinct edges of the form $(v_{i1}, v_{j1}), (v_{j1}, v_{j2}), \ldots, (v_{jk}, v_j)$ in a directed graph (respectively, undirected graph). A graph is strongly connected (respectively, connected) if there exists a directed path (respectively, undirected path) between any two distinct vertices $v_i$ and $v_j$ in $G$.

Definition 3 (see [16, 18]). A directed graph $G$ has a directed spanning tree if there exists a node $v_i$ (a root) such that all other nodes can be linked to $v_i$ via a directed path.

If an undirected graph has a directed spanning tree, then the graph is connected. A strongly connected directed graph contains at least one directed spanning tree [16, 18].

Definition 4 (see [16]). Let $G$ be a graph on $N$ vertices labelled as $1, \ldots, N$. The Laplacian matrix of $G$ is defined as the $N \times N$ matrix $L = [l_{ij}]$, where

$$l_{ij} = \begin{cases} -a_{ij}, & \text{if } i \neq j, \\ \sum_{k=1,k \neq i}^{N} a_{ik}, & \text{if } i = j. \end{cases}$$


In this work, we will propose and analyze consensus protocols for two kinds of networks: connected undirected graphs and directed graphs with a directed spanning tree [2, 16, 18].

Lemma 5 ([2, 16, 18]). \( L \) has at most one zero eigenvalue \( \lambda_j(L) \) with \( I_N \) as the corresponding right eigenvector, where \( I_N \) denotes a column vector with all entries equal to one, i.e., \( \lambda_j(L) = 0, \text{Re}(\lambda_j(L)) > 0, \forall i \in \{2, ..., N\} \) and \( I_N 1_N = 0_N \). Furthermore, if the graph is undirected and connected, \( L \) has a left eigenvector \( y \) that satisfies \( y^T L = 0_N^T \) and \( y = 1_N \), where \( 0_N \) represents a column vector of zeros. If the graph is directed and has a spanning tree then \( y^T L = 0_N^T \) and \( y^T 1_N = 1 \).

Finally, let us introduce a matrix transformation that will be useful later on. Let \( J \in \mathbb{C}^{N \times N} \) be the Jordan form associated with \( L \). Then, there exists a nonsingular matrix \( S \in \mathbb{C}^{N \times N} \) such that

\[
S^{-1}LS = J = \begin{bmatrix} 0 & 0_{N-1} \\ 0_{N-1} & J \end{bmatrix}
\]  

(2)

where \( J \in \mathbb{C}^{(N-1) \times (N-1)} \) is the Jordan matrix associated with the nonzero eigenvalues of \( L \) \([39, 41]\) and \( 0_{N-1} \) represents a column vector of zeros of size \( N - 1 \).

2.2. Problem Definition. In this paper, we will consider a set of \( N \) agents connected through a network, which are modeled as first-order nonlinear systems as follows

\[
\dot{x}_i(t) = f_i(x_i) + g_i(x_i)u_i(t) + \rho_i(t), \quad i \in \{1, ..., N\} \tag{3}
\]

Where, for the agent \( i \), \( x_i(t) \in \mathbb{R} \) is the system’s state, \( u_i(t) \in \mathbb{R} \) is the control input, \( f_i(x_i) \) and \( g_i(x_i) \) are smooth nonlinear functions, and \( \rho_i(t) \in \mathbb{R} \) is a bounded disturbance. In order to represent the multiagent system (MAS) dynamics, denote \( x = [x_1, ..., x_N]^T \), \( u = [u_1, ..., u_N]^T \), \( f = [f_1, ..., f_N]^T \), \( g = [g_1, ..., g_N]^T \), and \( \rho = [\rho_1, ..., \rho_N]^T \in \mathbb{R}^N \). Then, the complete dynamics (3) can be written as

\[
\dot{x}(t) = f(x) + g(x)u(t) + \rho(t). \tag{4}
\]

Let us propose a linearizing control law of the form \( u_i = (-f_i(x_i) + v_i)/g_i(x_i) \) for each agent (3), where \( v_i \) is an auxiliary control input and it is assumed that \( g_i(x_i) \neq 0 \), i.e., the relative degree is well defined \([36]\) and the agent is controllable. The closed-loop dynamics for the \( i \)-th agent are now linear and given by

\[
\dot{x}_i(t) = v_i(t) + \rho_i(t), \quad i \in \{1, ..., N\}. \tag{5}
\]

The complete closed-loop dynamics for all the agents can be written as

\[
\dot{x}(t) = v(t) + \rho(t) \tag{6}
\]

where \( v = [v_1, ..., v_N]^T \in \mathbb{R}^N \).

In a MAS, the consensus error of agent \( i \) with respect to its neighbors is defined as \([2]\)

\[
e_i(t) = \sum_{j \in N_i} a_{ij}(x_j(t) - x_i(t)), \quad i \in \{1, ..., N\}. \tag{7}
\]

The consensus error for the complete MAS can be expressed in a compact form as \([2]\)

\[
e(t) = [e_1(t), ..., e_N(t)]^T = -Lx(t). \tag{8}
\]

Problem statement: given a MAS with agents modeled as first-order nonlinear systems (3) and with an associated graph \( G \), design a consensus protocol for each agent in the form \( u_i = \gamma(e_i, x_i, t) \), such that the state of all the agents reaches a consensus value \( x^* \) in a predefined time \( t_f \) from any initial state \( x(0) \), i.e., \( x_i(t) \rightarrow x^* \), \( \forall i \in \{1, ..., N\} \), as \( t \rightarrow t_f \).

Therefore, the consensus error (8) converges to zero at time \( t_f \).

Remark 6. The consensus problem in MASs is closely related to the synchronization problem in complex dynamical networks, but they have been addressed from different viewpoints \([42]\). In fact, the consensus problem can be posed as a complete-synchronization problem. In the former, the analysis is often based on the matrix Laplacian approach \([2]\) and the agents have simple dynamics such as single integrator dynamics, a chain of integrators, or linear systems. The recent focus has been on defining finite-time, fixed-time, and predefined-time protocols for fixed and dynamic networks. In the synchronization problem in complex networks the analysis is often based in the Master stability function formalism \([3, 42]\) and addresses interconnected systems with complex dynamics, for instance, chaotic attractors. Although recently some works have addressed synchronization in dynamic networks, e.g., Markov jump topologies \([4, 5]\), most of the work has been focused on static topologies. For further details on the synchronization problem, we refer the reader to \([3]\).

2.3. Time Base Generator (TBG). Time base generators are parametric functions of time, particularly designed to stabilize a system in such a way that its state describes a convenient transient profile. TBGs have been previously used to achieve predefined-time convergence of first and higher order dynamics for single systems in \([35]\). For the case of single first-order systems, TBGs have been used for the control of robots at kinematic level \([43]\).

A time base generator (TBG) is a continuous and differentiable time-dependent polynomial function \( h(t) \) described as \([35]\)

\[
h(t) = \begin{cases} \tau(t) \cdot \mathcal{G} & \text{if } t \in [0, t_f] \\ 0 & \text{otherwise} \end{cases} \tag{9}
\]

where \( \tau(t) = [t^r \ t^{r-1} \ ... \ t \ 1] \) is the time basis vector and \( \mathcal{G} \) is a vector of coefficients of proper dimensions. For first-order systems, it is required to compute a TBG fulfilling the following conditions at initial time and final time \( t_f \),

\[
h(0) = \begin{cases} 1, & \text{if } t = 0 \\ 0, & \text{if } t \geq t_f \end{cases} \tag{10}
\]

\[
h(t_f) = \begin{cases} 0, & \text{if } t = 0 \text{ or } t \geq t_f. \end{cases}
\]
In [35], a couple of procedures for calculating the coefficients \( \mathbb{C} \), fulfilling the required constraints, have been introduced. In particular, when a high degree polynomial is used, an optimization procedure can be applied to find the best coefficients.

### 3. Consensus Protocols Using the TBG

In this section, we present consensus protocols that take advantage of the TBG to enforce convergence of a MAS in predefined time. In the first two subsections, we present results for unperturbed systems, i.e., for \( \rho = 0_N \), while in Section 3.3 we consider perturbed systems.

#### 3.1. Previous Results

In [34], a consensus protocol was proposed for the MAS (4) by introducing a time-varying control gain in order to drive the system to a neighborhood about a given consensus value \( x^* \) in a predefined time \( t_f \), from any initial state \( x(0) \). Consequently, the consensus error (8) converges to a neighborhood about the origin at \( t_f \). Such consensus protocol is similar in nature to those in [30, 31].

In the same preliminary work [34], we have proposed the following open-loop controller to enforce predefined-time convergence to a desired consensus value \( x \), provided that the MAS (4) is not perturbed and the initial state is known,

\[
u_i = h(t) (x_i(0) - \bar{x})
\]

where \( h(t) \) fulfills (10). In that work, it was demonstrated that consensus to \( x \) is achieved in time \( t_f \) and the resulting consensus error trajectory in the interval \( t \in [0, t_f) \) is given by

\[
\hat{e}(t) = h(t) e_0 = -h(t) L x_0
\]

where \( e(0) = e_0 = [e_1(0), \ldots, e_N(0)]^T \) is the consensus error vector (8) at the initial condition \( x(0) = x_0 = [x_1(0), \ldots, x_N(0)]^T \).

To provide closed-loop stability of the tracking error, a different protocol was proposed in [34] to address the predefined-time consensus problem as a trajectory tracking problem, where the reference trajectory depends on the TBG. Such protocol is described as follows,

\[
u_i = \frac{1}{g_i(x_i)} (-f_j(x_i) + v_i), \quad i \in \{1, \ldots, N\}
\]

\[
v_i = h(t) (x_i(0) - \bar{x}) + k_f (e_i(t) - h(t) e_i(0))
\]

This protocol guarantees stability during the transient behavior and also after the settling time, i.e., for any \( t \geq t_f \). The controller for each agent in (13) consists of two terms: the first one is a feed-forward term that yields the evolution of each agent’s error from the initial value \( e_i(0) \) to the origin at time \( t_f \), following a transient profile defined by the TBG as \( \bar{e}_i(t) = h(t)e_i(0) \); the second term is a feedback term that corrects any deviation of \( e_i(t) \) from the transient profile \( \bar{e}_i(t) \), providing global stability of the error dynamics.

#### 3.2. Consensus Based on the Error Feedback

In the conference paper [34], whose main results were summarized above, consensus protocols were proposed achieving predefined-time convergence to a consensus value \( \bar{x} \), which must be specified in the control law. Moreover, it was assumed that the initial state is accurately known since this value is used in the protocols.

Nevertheless, in most of the protocols proposed in the literature, the consensus value is a quantity that inherently results from the initial states and the connectivity of the graph model [15]. The consensus value may represent important information to be recovered, as in a network of sensors. For this reason, in this paper, we propose a new consensus protocol that yields predefined-time convergence of the unperturbed MAS (4) without the need of specifying a consensus value. Moreover, we consider uncertainties in the knowledge of the initial conditions.

In the sequel, consider that the consensus protocol has an estimate of the initial state, denoted as \( \bar{x}_0 = [\bar{x}_1(0), \ldots, \bar{x}_N(0)]^T \), instead of the real initial state \( x_0 \). In this way,

\[
\bar{x}_0 = x_0 + d
\]

where \( d = [d_1, \ldots, d_N]^T \) is a vector of uncertainty in the initial state. From (14), the uncertain initial consensus error can be computed as

\[
\bar{e}_0 = [\bar{e}_1(t), \ldots, \bar{e}_N(t)]^T = -L \bar{x}_0.
\]

The following theorem introduces one of the main results of this paper, a feedback-based consensus protocol able to achieve consensus without the need of specifying the consensus value and able to track the trajectories given by the TBG when there is uncertainty in the initial state \( \bar{x}_0 \) introduced in the controller.

**Theorem 7.** Consider a MAS with a connected undirected communication topology or directed topology having a spanning tree modeled as in (4). Let \( k_f \in \mathbb{R}^+ \) be a constant state-feedback gain. Then, the time-varying feedback control law

\[
u_i = \frac{1}{g_i(x_i)} (-f_j(x_i) + v_i), \quad i \in \{1, \ldots, N\}
\]

\[
v_i = -h(t) \bar{e}_i(0) + k_f (e_i(t) - h(t) \bar{e}_i(0))
\]

with \( h(t) \) as in (10) and \( \bar{e}_i(0) \) computed from the initial state estimate \( \bar{x}_0 \), provides global asymptotic stability of the tracking error \( e_i(t) = e(t) - h(t) \bar{e}_i \). Therefore, assuming \( \rho(t) = 0_N \), predefined-time convergence of the MAS (4) to a consensus value \( x^* \) is achieved at \( t_f \) from any initial state \( x_0 \).

**Proof.** First, let us demonstrate the stability of the tracking error. The dynamics (3) with \( \rho(t) = 0 \), \( i \in \{1, \ldots, N\} \), under the control action (16), can be written in vector notation as

\[
\dot{x}(t) = -h(t) \bar{e}_0 + k_f (e(t) - h(t) \bar{e}_0).
\]
Computing $\dot{\xi}(t)$ from (8) and using the linearized dynamics (17), we have
\[
\dot{\xi}(t) = \dot{\xi}(t) - h(t) \tilde{\xi}_0 = -L \xi(t) - h(t) \tilde{\xi}_0 = -L \xi(t) + \dot{\xi}(t) L \tilde{\xi}_0 = -h(t) L \tilde{\xi}_0 - k_f L \xi(t) + \dot{\xi}(t) L \tilde{\xi}_0
\]
\[
= -k_f L \xi(t) + \dot{\xi}(t) L (\tilde{\xi}_0 - L \tilde{\xi}_0).
\]
By using $h(0) = 1$, the initial tracking error is computed as
\[
\xi(0) = e_0 - h(0) \tilde{\xi}_0 = -L x_0 + L (x_0 + d) = L d
\]
\[
= S J x_0.
\]
with $L = SJS^{-1} d$.

Eq. (19) can be written as
\[
\dot{\xi}(t) = S^{-1} \xi(t)
\]
\[
= S^{-1} \left( -k_f L \xi(t) + \dot{\xi}(t) L (\tilde{\xi}_0 - L \tilde{\xi}_0) \right)
\]
\[
= -k_f S^{-1} (SJS^{-1}) \xi(t)
\]
\[
+ \dot{\xi}(t) S^{-1} (SJS^{-1}) \tilde{\xi}_0 - (SJS^{-1}) \tilde{\xi}_0
\]
\[
= -k_f J \xi(t) + \dot{\xi}(t) J (S^{-1} - JS^{-1}) \tilde{\xi}_0.
\]
Let $\phi(t) = [\xi_2(t), \ldots, \xi_N(t)]^T$, and $S^{-1} = [r_{ij}]$, where $r \in \mathbb{R}^{1 \times N}$ and $Y \in \mathbb{C}^{(N-1) \times N}$. Then, we can verify that (20) can be written as
\[
\dot{\xi}_1(t) = 0
\]
\[
\dot{\phi}(t) = -k_f J \phi(t) + F(t)
\]
where $F(t) = h(t) J (Y - JY) \tilde{\xi}(0)$ and $J \in \mathbb{C}^{(N-1) \times (N-1)}$ is the Jordan matrix associated with $L$ for $\lambda_2, \ldots, \lambda_N$. Then, $\text{Re}(\lambda_j(L)) > 0$, $\forall i \in \{2, \ldots, N\}$.

It can be shown that the solutions of the differential equations (21) are the following [44]:
\[
\xi_1(t) = \xi_1(0) = 0
\]
\[
\phi(t) = e^{-k_f J t} \left( \phi(0) + \int_0^t e^{k_f J s} F(s) ds \right),
\]
\[
\dot{t} \in \left[0, t_f\right]
\]
where $e^{-k_f J t} \in \mathbb{C}^{(N-1) \times (N-1)}$ is the exponential matrix. Then, it follows that
\[
\lim_{t \to +\infty} \phi(t) = \lim_{t \to +\infty} \left[ \xi_2(t), \ldots, \xi_N(t) \right]^T = 0_{N-1},
\]
since the integral is a finite value due to $\dot{h}(t) = 0$, $\forall t \geq t_f$, and $-k_f J$ has eigenvalues with negative real parts [18, 45]. Notice that the convergence speed is determined by the dominant eigenvalue $\lambda_2$ of $L$ (15)) and the control gain $k_f$.

Since $\lim_{t \to +\infty} \xi_2(t) = 0$, $\forall i \in \{1, \ldots, N\}$, then
\[
\lim_{t \to +\infty} \xi(t) = S \lim_{t \to +\infty} \xi(t)
\]
\[
= S \lim_{t \to +\infty} \left[ \xi_1(t), \ldots, \xi_N(t) \right]^T
\]
\[
= S \left[ 0, \ldots, 0 \right]^T = 0_N.
\]

Therefore, the tracking error converges to the origin. In fact, from (21) it can be seen that the tracking error is globally asymptotically stable, since the real part of the eigenvalues of $-k_f J$ is negative, $\xi_1(t) = 0$, and $F(t)$ can be seen as a disturbance that becomes null for $t \geq t_f$. The stability of the tracking error implies that $\epsilon(t)$ follows $h(t) \tilde{e}_0$; thus $\epsilon(t)$ converges to the origin at the predefined-time $t_f$. Any small final error in time $t \geq t_f$ is corrected by the control input $u_l = (1/g_i(x_i))(-f_i(x_i) + k_f e_i(t))$, which is applied to each agent for $t \geq t_f$.

By using the property $L x_0 = 0_N$ (in accordance to Lemma 5), the converge of the consensus error (8) to the origin implies
\[
x(t) \to x(t_f) = x^* 1_N \quad \text{as} \quad t \to t_f,
\]
\[
\epsilon_i(t) \to x^* \quad \text{as} \quad t \to t_f, \quad \forall i \in \{1, \ldots, N\}.
\]

That is, the system (4) achieves predefined-time convergence to a consensus value $x^*$ at $t_f$ using the consensus protocol (16).

Now, let us compute the final consensus value. First, define $y(t) = y^T x(t)$, where $y$ is defined in Lemma 5. For the two types of considered graphs, $y(t)$ is an invariant quantity, since
\[
\dot{y}(t) = y^T \dot{x}(t) = y^T \left( -h(t) \tilde{e}_0 + k_f (e(t) - h(t) \tilde{e}_0) \right)
\]
\[
= y^T L \left( h(t) \tilde{e}_0 - k_f (x(t) - h(t) \tilde{e}_0) \right) = 0,
\]
\[
\forall x(t)
\]
where $y^T L = 0_N$ by Lemma 5. Thus,
\[
\lim_{t \to t_f} y(t) = y(0) = y^T x(0)
\]
\[
\lim_{t \to t_f} y(t) = y^T x(t) = y^T \left( x^* 1_N \right).
\]

Moreover, from (25) it follows that
\[
\lim_{t \to t_f} y(t) = y^T \lim_{t \to t_f} x(t) = y^T \left( x^* 1_N \right).
\]

Then, for a connected undirected graph and by Lemma 5 ($y = 1_N$), it is obtained that
\[
y^T x^* 1_N = y^T x_0,
\]
\[
x^* (1_N)^T 1_N = (1_N)^T x_0,
\]

\[
(30)
\]
and solving for \( x^* \), one has

\[
    x^* = \frac{\sum_{i=1}^{N} x_i(0)}{N} = \text{Ave}(x_0). \tag{31}
\]

Hence, the consensus value \( x^* \) is the average of the initial state \( x_0 \) for connected undirected graphs. Now, for a directed graph with a directed spanning tree and by Lemma 5 \((y^T1_N = 1)\), it results in

\[
    x^* = y^T x_0 = y^T x_0. \tag{32}
\]

Therefore, the consensus value is given by (32) for a directed graph with a directed spanning tree.

Thus, system (4) with \( \rho(t) = 0 \) achieves predefined-time convergence to a consensus value \( x^* \) at \( t_f \) in the presence of uncertainty in the initial state \( x_0 \) using the consensus protocol (16).

\[ \square \]

**Remark 8.** It is worth noting that, in contrast to the use of the consensus protocol (13), the feed-forward term of \( v_i \) in (16) is not sufficient to drive the consensus error trajectory to the TBG reference trajectory \( \tilde{e}(t) = h(t)\tilde{x}_0 \) even for \( d = 0 \); consequently, system (4) under the first term of (16) does not reach predefined-time convergence to a consensus value \( x^* \) at \( t_f \). In such a case, the final state is given by \( x(t_f) = (I_N - L)x_0 - Ld \), where \( I_N \) denotes the identity matrix of size \( N \). Therefore, the use of the feedback term in (16) is required in any case.

It can be seen that the consensus protocol (16) can solve the problem of predefined-time consensus stated in Section 2.2 by tracking the trajectories given by the TBG even when considering uncertainty \( d \) in the initial state. In this sense, the compensation term for tracking must guarantee reaching the TBG trajectories before the desired convergence time \( t_f \). This means that the tracking control gain \( k_f \) must be higher for a larger uncertainty in the initial state. Then, there is a limit on the values of \( d \) that can be managed by the consensus protocol.

**Remark 9.** Theorem 7 represents a novel contribution on consensus for nonlinear MAS. First, the predefined-time consensus is solved for nonlinear first-order systems. Second, the auxiliary control inputs \( v_i(t) \) in (16) are smooth signals even at \( t = 0 \), which is not the case of other approaches reported in the literature. Third, the proposed consensus protocols do not have parameters depending on the algebraic connectivity of the graph considered. Finally, the stability analysis is performed by using standard techniques for linear systems (upon feedback linearization of the original systems), while most of the works regarding finite-time and fixed-time and even the few existing works on predefined-time convergence adopt more sophisticated techniques such as homogeneity theory and Lyapunov functions.

**Remark 10.** The result introduced by Theorem 7, compared to our previous conference work [34], is twofold: (1) a new consensus protocol is proposed, achieving predefined-time convergence of the unperturbed MAS (4) without the need of specifying a consensus value; (2) the effect of considering uncertainty in the knowledge of the initial conditions is analyzed, demonstrating that convergence to a consensus value can still be achieved.

### 3.3. Robust Predefined-Time Consensus

In the previous consensus protocol, we have considered unperturbed dynamics (i.e., \( \rho(t) = 0 \)). To effectively deal with disturbances, a robust protocol is introduced in this section, by combining the super-twisting controller (STC), which can compensate for matched uncertainties/disturbances [46], with the TBG, leading to a robust predefined-time controller.

In this scheme, it is assumed that there exits a leader \( x_l(t) \in \mathbb{R} \) in the network system, whose dynamics can be modeled as in [47] by

\[
    \dot{x}_i(t) = u_i(t) \tag{33}
\]

where \( u_i(t) \in \mathbb{R} \) is the leader’s control input. In this case, \( N \) agents are now the followers with dynamics (3). The consensus error for each follower is defined as [47]

\[
    e_i^f(t) = \sum_{j \in N_i} a_{ij} (x_j(t) - x_i(t)) - b_i (x_l(t) - x_i(t)) \tag{34}
\]

where \( b_i \in \mathbb{R} \) represents the leader’s adjacency with \( b_i > 0 \) if agent \( i \) is a neighbor of the leader; otherwise \( b_i = 0 \), \( \forall i = \{1, \ldots, N\} \).

The tracking error is given by

\[
    \xi_i(t) = e_i^f(t) - h(t) \tilde{e}_i(0) \tag{35}
\]

where \( h(t)\tilde{e}_i(0) \) is the TBG reference trajectory for the \( i \)-th agent and \( \tilde{e}_i(0) \) is computed from the initial state estimate \( \hat{x}_0 \) as in (15). The tracking error will be used as the sliding surface; thus

\[
    s_i(t) = \xi_i(t) = e_i^f(t) - h(t) \tilde{e}_i(0). \tag{36}
\]

**Theorem 11.** Consider a MAS modeled as in (4) with a leader (33). For each agent \( i \), define \( \beta_i = (\sum_{j \in N_i} a_{ij} + b_i) \) and the sliding surface (36). Consider a function \( h(t) \) as in (10). There exist gains \( k_1 > 0 \) and \( k_2 > q(M) \), for some function \( q(\bullet) \) and a constant \( M > 0 \), such that the following nonlinear controller defined for each agent

\[
    u_i(t) = (\beta_i g_i)^{-1} (\bar{v}_i + v_i), \quad i \in \{1, \ldots, N\}
\]

\[
    \bar{v}_i = b_i u_i + \sum_{j \in N_i} a_{ij} (f_j + g_j \mu_j) - \beta_i f_i - \dot{h}(t) \tilde{e}_i(0) \tag{37}
\]

\[
    v_i = k_1 |s_i|^{1/2} \text{sign}(s_i) - \omega_i
\]

\[
    \omega_i = -k_2 \text{sign}(s_i)
\]

achieves predefined-time convergence to the leader’s state \( x_l(t) \) at \( t_f \), allowing \( \rho(t) \neq 0 \), from any initial state \( x_i(0) \).
Proof. First, taking the time derivative of the tracking error (35) and using the dynamics of the followers (3) and the leader (33), it is obtained that

\[\dot{\xi}_i(t) = \dot{e}^f_i(t) - \dot{h}(t) \tilde{e}_i(0)\]
\[= \sum_{j \in \mathcal{N}_i} a_{ij} \left(\dot{x}_j(t) - \dot{x}_i(t)\right) - b_i \left(\dot{\tilde{s}}_i(t) - \dot{x}_i(t)\right) - \dot{h}(t) \tilde{e}_i(0)\]
\[= -\beta_i \left(\tilde{f}_i + g_i u_i\right) + \sum_{j \in \mathcal{N}_i} a_{ij} \left(\tilde{f}_j + g_j u_j\right) + b_i u_i\]
\[= -\beta_i \rho_i + \sum_{j \in \mathcal{N}_i} a_{ij} \rho_j - \dot{h}(t) \tilde{e}_i(0).\]

Now, using (38) and plugging the control law (37) in the time derivative of the sliding surface (36), it results in

\[\dot{s}_i = \dot{\xi}_i(t) = -k_1 |s_i|^{1/2} \text{sign}(s_i) + w_i + \rho_{d_i}\]
\[= -k_1 |s_i|^{1/2} \text{sign}(s_i) + \rho_{d_i},\]

where \(\rho_{d_i} = \sum_{j \in \mathcal{N}_i} a_{ij} \rho_j - \beta_i \rho_i\). Let \(z_i = w_i + \rho_{d_i}\); then the previous expression can be rewritten as

\[\dot{s}_i = -k_1 |s_i|^{1/2} \text{sign}(s_i) + z_i\]
\[\dot{z}_i = -k_2 \text{sign}(s_i) + \rho_{d_i}.\]

It has been proven in [46] that, for a bounded continuously differentiable disturbance, i.e., if \(|\rho_{d_i}| < L\) and \(|\rho_{d_|} < M\) for some constants \(L > 0\), \(M > 0\), the second-order dynamics (40) converge globally to the origin \((s_i = 0, z_i = 0)\) in finite time in spite of the disturbance, if adequate positive control gains \(k_1 > 0\) and \(k_2 > g(M)\) are used. Moreover, the remaining dynamics of the tracking error system are constrained to the sliding surface, such that \(s_i = \dot{s}_i = 0\), meaning that each agent \(e^f_i(t)\) follows \(h(t)\tilde{e}_i(0)\). Consequently, the consensus error converges to zero in the predefined-time \(t_f\) and the consensus value is given by the leader’s state \(x_l\) [47].

Remark 12. To the best of our knowledge, the only works that propose predefined-time consensus protocols by other authors are [30–32]. The consensus control law (37) has the advantage, over those protocols, of providing robustness against large matched perturbations.

Some important issues to be considered during real-world applications of the proposed distributed control protocols are threefold: First, all the clocks of the agents in the network must be synchronized to achieve predefined-time convergence. Second, physical constraints of the systems must be taken into account to set \(t_f\), considering that a small \(t_f\) will result in large control inputs. Thus the maximum allowable input of each agent must be taken into consideration to set \(t_f\). Third, we are currently assuming no time delay in the agent’s communication; however, time delays may exist in some systems and may affect the convergence to the consensus.

4. Simulation Results

In this section, simulation results are shown to illustrate the advantages of the proposed protocols. All the simulations consider a MAS of 8 agents, described by (3) with \(f_i(x_i) = x_i^2\) for agents 1 to 4, \(f_i(x_i) = \sin(x_i)\) for agents 5 to 8, and \(g_i(x_i) = 5\) for all the 8 agents. The convergence time is preset to \(t_f = 5\) seconds. For this, the TBG is described by the function \(h(t) = 2(t/t_f)^3 - 3(t/t_f)^2 + 1\), which fulfills (9), i.e., \(h(0) = 1, h(5) = 0\), and \(\dot{h}(0) = \dot{h}(5) = 0\). Both proposed distributed control laws are implemented as defined in (16) and (37). The implementation essentially requires the computation of the TGB reference and its time derivative, which means to evaluate the functions \(h(t)\) and \(\dot{h}(t)\) at each iteration and compute the consensus error for each agent depending on the neighbors state as given by (7).

We use the communication topologies shown in Figure 1 (obtained from [30]), denoted as \(\mathcal{G}_1\) and \(\mathcal{G}_2\), where \(\mathcal{G}_1\) is a connected undirected graph and \(\mathcal{G}_2\) is a directed graph having a directed spanning tree. The simulations were implemented in MATLAB using the Euler forward method to approximate the time derivatives with a time step of 0.1 ms.

The initial states of the eight agents are \(x_0 = [-0.61, 3.52, -1.07, 0.73, 1.48, 0.19, 1.97, 0.72]^T\). The uncertainties in the initial states are set to be \(d = [0.22, 0.15, -0.39, 0.27, 0.34, 0.21, -0.36, -0.09]^T\).

4.1 Simulation of the Consensus Protocol Based on the Error Feedback

This subsection is devoted to showing the performance of the TBG protocol (16). Figures 2 and 3 show the transient behavior of the MAS under (16) with \(k_f = 100\), for \(\mathcal{G}_1\) and \(\mathcal{G}_2\), respectively. For the case shown in Figure 2, perfect knowledge of the initial conditions is assumed, while in Figure 3, there exists uncertainty in the initial condition knowledge, given by \(d\). In both cases the agent’s state (top graphs in the figures) reaches consensus at the predefined 5 seconds.

It can be seen in Figure 2 (middle) that the auxiliary control inputs \(v_i(t)\) generated by the control protocol (16) are smooth signals even at \(t = 0\). This is due to the properties of the TBG, which yields that each \(v_i\) starts at zero and returns to zero at time \(t_f\). This is not the case for the control inputs \(u_i\), since they include the nonlinearities that must be cancelled.
Figure 2: Predefined-time TBG-tracking controller (16) for $G_1$. The convergence time is preset to $5$ sec., and the consensus value is $\sum_{i=1}^{N} x_i(0)/N = 0.8676$.

Figure 3: Predefined-time TBG-tracking controller (16) for $G_2$ and uncertainty in the initial state. In the error trajectories, the continuous lines represent the evolution of the errors whereas the TBG reference is drawn with dash line. The convergence time is preset to $5$ sec., and the consensus value is $y^T x_0 = 0.0946$.

In the case where the uncertainty $d$ in the initial state is considered (Figure 3), the second term of $v_i$ in (16) is not initially null to compensate the deviation from the reference given by the TBG. It can be seen in Figure 3 (middle and bottom) that the consensus errors do not initiate over the references and consequently the auxiliary controls are not null at $t = 0$.

4.2. Comparison with Others Approaches. In this subsection, first, we compare the proposed control law (16) with other predefined-time control protocols [30–32]. As described in Section 1, to the authors’ knowledge, these are the existing approaches that solve the problem of predefined-time convergence. Each one of these works refers to their proposal with a different adjective: preset-time consensus [30], prescribed-time consensus [31], and specified-time consensus [32]. We can see in Figures 4–6 that consensus is achieved by using any of these approaches. We have to say that the control protocols of [30, 31] are very similar; both of them are based on the use of a time-varying control gain. Between their similarities, we can see in Figures 4 and 5 the large initial value of the auxiliary control inputs. This is also the case for the specified-time consensus [32] of Figure 6. Notice that the auxiliary control inputs of the TBG-based controller, shown in Figure 2, started in zero and were smoother and of lower magnitude compared to the large initial auxiliary control effort of the other predefined-time consensus approaches.

Additionally, we can see that the specified-time consensus protocol in Figure 6 generates discontinuities in the auxiliary inputs along the time, according to its planned switching strategy. Moreover, although this consensus approach was tested on the undirected graph $G_1$, the consensus value is not the average of the initial state as one could expect.

Following the comparison, we evaluate the TBG controller (16) and different finite-time, fixed-time, and predefined-time consensus protocols reported in the literature, by applying the protocols to the MAS with the communication topologies $G_1$ and $G_2$. In particular, the protocols in [20, 48] ensure finite-time convergence, and the one proposed in [27] guarantees fixed-time convergence. The predefined-time protocols [30–32] and the proposed
TBG-tracking controller (16) achieve predefined-time convergence. The finite-time and fixed-time controllers were tuned to achieve a similar convergence time around the 5 seconds of predefined time, from the initial condition $x_0$. Then, several simulations were performed for different initial states of the form $\alpha x_0$, where $\alpha$ was varying in such a way that the mean of $\alpha x_0$ ranges from −50 to 50. The same control gains were used in all the experiments. Finally, for every experiment, the convergence time of the system, defined as the time at which $\|e\| < 1 \times 10^{-4}$, was measured; similarly, the maximum absolute value of the auxiliary control input $v$ was recorded.

The results are shown in Figures 7 and 8, where it can be observed that the proposed TBG-based control (16) and the other predefined-time controllers [30–32] are able to maintain the same convergence time for all the initial conditions. Furthermore, note that the maximum auxiliary control efforts were lower for both the TBG-based control and the finite-time control [20]. The last control law is of the form $k \text{sign}(\cdot)$. In particular, the consensus protocols [30, 31] explicitly include a parameter that must be set accordingly to an eigenvalue of the Laplacian matrix, which depends on the connectivity of the graph considered. This is not the case for the proposed control protocols. Therefore, the simulations show that the proposed TBG protocol (16) represents an advantage not only in the possibility to define a settling time but also in providing smooth and efficient control actions.

4.3. Robust Predefined-Time Consensus. All the previous simulations considered ideal dynamics in (3), i.e., $\rho(t) = 0$ for all the agents. In fact, the TBG-tracking controller (16) is not able to deal with matched bounded disturbances. For instance, Figure 9 shows the MAS with the topology $\mathcal{G}_2$ under this protocol and matching perturbations $\rho(t) = \alpha_i(1 + 1 \sin(5t))$, with $\alpha_i$ randomly selected in $(0, 0.5)$. It can be observed that the state of the MAS does not establish in a consensus value due to the perturbation. A similar behavior can be obtained with the other existing predefined-time consensus protocols [30–32].

In order to deal with the described matching perturbations $\rho(t) = \alpha_i(1 + 1 \sin(5t))$, the proposed robust predefined-time TBG controller (37) has to be used. For this, a leader is defined with dynamics (33), having communication only with the first follower agent, i.e., $b_1 = 1$ and $b_i = 0$, $\forall i \in \{2, \ldots, 8\}$. The gains of the robust controller (37) were set as $k_1 = 5$ and $k_2 = 5$; and the leader’s state was maintained constant and equal to $x_l(t) = -5$ by setting its control input as $u_1 = 0$. Figures 10 and 11 show the results obtained when the
Communication between the followers is described by $\mathcal{S}_1$ and $\mathcal{S}_2$, respectively. Notice that the error trajectories are driven to zero in the predefined time $t_f = 5$, while the control input keeps oscillating after $t_f$ in order to reject the disturbance $\rho(t)$.

5. Conclusions

In this paper, a couple of predefined-time consensus protocols for first-order nonlinear MAS under both undirected and directed communication topologies have been proposed. In these protocols, the convergence time to achieve consensus can be set by the user, and it is independent of the initial state conditions. For this, the TBG (time base generator) is combined with feedback controllers to achieve closed-loop stability and robustness. In particular, one protocol uses the super-twisting controller to deal with perturbations. The performance of the proposed controllers has been compared with existing finite-time, fixed-time, and predefined-time controllers through simulations. The results have shown that the proposed protocols achieve consensus in the predefined time, independently of the initial conditions, and exhibit closed-loop stability. Moreover, a benefit of the proposed controllers is that they yield smoother control signals with smaller magnitude than the existing approaches reported in the literature. Furthermore, the proposed schemes can reach predefined-time consensus even when there exists uncertainty in the knowledge of the initial conditions, and the super-twisting protocol is robust against matching perturbations.

Future works will focus on extending the results presented in this paper to the case of high-order nonlinear MAS, as well as in considering the predefined-time consensus problem in Markovian jump topologies [4, 5].

Data Availability

The paper is a theoretical result on consensus with predefined-time convergence. All proofs are presented, and simulations are provided to illustrate the result. In the authors’ opinion, there is no need to provide the numerical experiments; simulations can be provided and made available under request.
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