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The switching model tracking algorithm based on hard decisions is an important method to solve the maneuvering target tracking problem. The use of Doppler velocity not only helps shorten the delay time of maneuvering detection but also provides information about the target motion model. A novel target maneuvering detection method named Multiple Parallel Cumulative Sum (M-CUSUM) for target multiple maneuvering models is proposed in this paper based on Doppler velocity. The main scheme of the proposed approach consists of the following: firstly, the problem framework of multiple model maneuvering detection is put forward; secondly, the statistic of acceleration is obtained through modeling the mapping relationship between Doppler velocity and the normal/tangential acceleration according to the geometry and kinematics; thirdly, the joint empirical distribution of the normal/tangential acceleration is obtained by the statistical experiment method and then the approximate joint probability distribution function of the normal/tangential acceleration is acquired by use of Gaussian Mixture Model (GMM) with Expectation Maximization (EM) algorithm; fourthly, it is taken as the prior information of target maneuvering which is introduced to the likelihood ratio of prediction measurement residual by the marginalization method; finally, the standard Cumulative Sum (CUSUM) detector is extended as Multiple Parallel CUSUM detector. Simulation results show that M-CUSUM detector has a smaller maneuver onset detection delay time compared with similar detectors and has the ability of pattern recognition of target maneuvers.

1. Introduction

Tracking the manned maneuvering aircraft by use of radar is a maneuvering target tracking (MTT) problem [1–3]. It is hard to accurately estimate the motion state of maneuvering target by using only single motion model, because the current radar technology cannot obtain the observation about accelerations directly supporting the selection of the target motion model. The switching model tracking (SMT) algorithm [4] based on (the) hard decision and the interacting multiple model (IMM) tracking algorithm [5–7] based on the soft decision are two kinds of basic methods to solve MTT. The SMT algorithms use a maneuvering detector to judge the target maneuvering onset. When the target maneuvering is successfully detected, the motion model of tracking algorithm is immediately switched. The timely and correct maneuvering detection is the key to the SMT algorithm. The most maneuver detectors [8] only use the position measurement conditioned on the linear Gauss hypothesis. As the position measurement cannot directly reflect the maneuver state, however, radar can obtain not only the target position measurement but also Doppler velocity measurement directly affected by the maneuvering [9]. The maneuvering state of target can be obtained by use of Doppler velocity. Some scholars obtain the turn rate estimation from Doppler velocity [10–12]. As the acceleration is directly related to the target maneuvering type, other scholars obtain the statistics of the target acceleration directly through Doppler velocity. Bizup and Brown [13] propose a method of maneuvering target detection using Doppler velocity. By assuming the constant turn rate motion, a statistic $c_{\text{min}}$ of acceleration is deduced from Doppler velocity. Ru et al. [14] combine the statistic $c_{\text{min}}$ with the tangential acceleration to obtain the statistic of total acceleration, $c_{\text{min}2}$ and $c_{\text{min}3}$. The main difference between $c_{\text{min}2}$ and $c_{\text{min}3}$ is whether Doppler velocity measurement is applied in the filtering. It turns out that the statistic $c_{\text{min}2}$ or $c_{\text{min}3}$ using Cumulative Sum (CUSUM)
detector has a shorter detection onset delay time than \( c_{\text{min}} \) [15]. Lu et al. [16] use Mahalanobis distance and Euclidean distance optimization method to give two statistics of the total acceleration \( E_{\text{min}} \) and \( M_{\text{min}} \), respectively, which overcome the problem that the acceleration has no solution when the noise is higher. Using the statistics in the above references to detect and track the target, there are the following problems.

Assuming a Constant Turn Rate Motion. The statistics \( c_{\text{min}}, c_{\text{min2}}, \) and \( c_{\text{min3}} \) are obtained by assuming a constant turn rate motion. However, in addition to the normal acceleration, the target maneuver usually has a tangential acceleration and the trajectory exhibits a curvilinear shape. There is an inherent system bias when the statistics \( c_{\text{min}}, c_{\text{min2}}, \) and \( c_{\text{min3}} \) are used in the maneuver target detection.

One-to-Many Mapping Relationship. There is a one-to-many mapping relationship between Doppler velocity and the normal acceleration. It is assumed that the target velocity direction change is less than \( 2\pi \) in the radar scanning period, so the one-to-many mapping is restricted to a pair of four mappings in the statistics \( c_{\text{min}}, c_{\text{min2}}, \) and \( c_{\text{min3}} \). In practice, the tracking radar scanning period is less than \( 1 \) s and the maximum instantaneous turn rate of the manned maneuvering aircraft is not more than \( \pi/4 \) [17]. Therefore, if one-to-four mapping is applied to track such target, it will cause the dispersion of probability weight and affect the sensitivity of detector as some unlikely turns are considered.

Unknown Motion Model. The detector of total acceleration based on Doppler velocity can detect target maneuver rapidly and distinguish the maneuvering and nonmaneuvering state. After the maneuvering is detected, the motion model with larger acceleration noise is usually chosen to filter. However, the motion model mismatch problem cannot be completely solved by increasing the acceleration noise. If a maneuver detector can not only detect whether the target is making a maneuvering or not but also recognize the target maneuvering model, we could select the matched motion model to improve the tracking accuracy with a lower acceleration noise.

To solve the above problems, the mapping relationship between Doppler velocity and the normal/tangential acceleration is deduced without assuming a constant turn rate motion. Meanwhile, it is assumed that the target velocity direction change is less than \( \pi \) during the radar scanning period, and one-to-four mapping relationship is restricted to one-to-two which reduces the dispersion degree of probability weight. In this paper, two parameters, namely, normal/tangential acceleration, are used to describe the target maneuver, and the single total acceleration is not adopted. The joint empirical distribution of the normal/tangential acceleration is obtained by the statistical experiment method [15] and approximated by use of Gaussian Mixture Model (GMM) with Expectation Maximization (EM) algorithm [18]. Then the approximate joint probability distribution function (PDF) of the normal/tangential accelerations is obtained. The approximate joint PDF is taken as the a priori information of target maneuvering which is introduced to calculate the likelihood ratio of prediction measurement residual by the marginalization method. A Multiple Parallel Cumulative Sum (M-CUSUM) detector is proposed by extending the standard CUSUM detector. In addition, it has been proposed that the use of Doppler velocity measurement can improve tracking accuracy [19–21]. In this paper, Doppler velocity is used separately in the maneuvering detector and filtering. As the measurement equation with Doppler velocity is highly nonlinear, the traditional EKF algorithm [22] does not work well. We use the measurement conversion algorithm proposed by Jifeng and Huimin to construct the linear KF filter.

The content of this paper is designed as follows. We describe the tracking and detection problem and propose a concept framework of multiple maneuver model detection and recognition in Section 2. We present the method of using Doppler velocity to deduce the normal/tangential acceleration in Section 3. We present how to obtain the empirical distribution of the normal/tangential acceleration and the approximated GMM with EM algorithm in Section 4. We describe M-CUSUM detector for multiple maneuver model detection and recognition in Section 5. In Section 6, firstly the results of the empirical distribution of the normal/tangential acceleration and the approximated GMM with EM algorithm are shown in five scenes; secondly, M-CUSUM proposed in this paper is compared with other maneuver detection methods; finally, it is applied to the SMT algorithm and is compared with IMM algorithm and CSAF algorithm. We summarize the research content of this paper in Section 7. In Appendix A, the modified measurement conversion algorithm and filter algorithm are given. In Appendix B, The EM algorithm is given to learn the parameters in GMM. In Appendix C, the state space equation of CSAF algorithm is given in two-dimensional space.

2. Problem Descriptions

2.1. Target Maneuver Model and Measurement Model. An aircraft is moving in a two-dimensional plane whose acceleration can be decomposed into a normal acceleration perpendicular to the velocity direction and a tangential acceleration along the velocity direction. The normal/tangential accelerations are used as the input vector of the motion model and then the target maneuver model [18] is expressed as

\[
X_{k+1} = FX_k + \Gamma (X_k) A_k + W_k,
\]

where the state vector is \( X_k = [x_k, v_x, y_k, v_y] \) in Cartesian coordinate system; \( x_k, y_k \) are the position component; \( v_x, v_y \) are the velocity component; \( A_k = [a_{nx,k}, a_{ny,k}] \) is the acceleration vector; \( a_{nx,k} \) is the tangential acceleration; \( a_{ny,k} \) is the normal acceleration; \( W_k \) is a white Gaussian noise vector and its covariance matrix is \( Q_k \):

\[
Q_k = q \begin{bmatrix} Q' & 0 \\ 0 & Q'' \end{bmatrix},
\]
The traditional maneuvering detection problem is expressed as follows: the maneuvering target model is denoted as constant velocity motion model; that is, \(\mathbf{A}^m = \begin{bmatrix} a & 0 \\ 0 & 0 \end{bmatrix}\). Then the maneuvering target model is denoted as \(\mathbf{A} = \begin{bmatrix} a & 0 \\ 0 & 0 \end{bmatrix}\). The traditional maneuvering detection problem is expressed as follows:

\[
\mathbf{Q}' = \begin{bmatrix}
\frac{1}{3}T^3 & \frac{1}{2}T^2 \\
\frac{1}{2}T^2 & T
\end{bmatrix},
\]

\[
\mathbf{O} = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix}.
\]

\(\mathbf{F}\) and \(\Gamma(\mathbf{X}_k)\) are as follows:

\[
\mathbf{F} = \begin{bmatrix} 1 & T & 0 & 0 \\ 0 & 0 & 1 & T \\ 0 & 0 & 0 & 1 \end{bmatrix},
\]

\[
\Gamma(\mathbf{X}_k) = \begin{bmatrix} \frac{T^2c_k}{2} & \frac{T^2s_k}{2} \\ \frac{T^2c_k}{2} & \frac{T^2s_k}{2} \end{bmatrix}.
\]

where \(T\) is the radar scanning period; \(a_k\) is the target velocity direction.

Assume that the radar is located at the origin of coordinate \(\mathbf{XOY}\). The measurement equation of radar which includes Doppler velocity is

\[
\mathbf{Z}_k = \mathbf{H}(\mathbf{X}_k) + \mathbf{V}_k,
\]

where \(\mathbf{Z}_k = [r_k, \theta_k, v_r, v_t]^T\) is the observation vector; \(r_k\) is the range; \(\theta_k\) is the azimuth; \(v_r\) is Doppler velocity; \(\mathbf{V}_k\) is a white Gaussian noise and its covariance matrix is \(\mathbf{R}_k = \text{diag}\{\sigma_r^2, \sigma_{\theta}^2, \sigma_v^2\}; \sigma_r^2, \sigma_{\theta}^2,\) and \(\sigma_v^2\) are variances of the range, azimuth, and Doppler velocity, respectively; \(\mathbf{H}(\mathbf{X}_k)\) is the nonlinear measurement function vector:

\[
\mathbf{H}(\mathbf{X}_k) = \begin{bmatrix} \sqrt{x_k^2 + y_k^2} \\ \pm \arccos \frac{x_k}{\sqrt{x_k^2 + y_k^2}} \\ x_kv_{x,k} + y_kv_{y,k} \end{bmatrix},
\]

where “+” is “+” if \(y_k \geq 0\) and “−” is “−” if \(y_k < 0\).

2.2. The Problem Framework of Multiple Maneuvering Detection. We define the nonmaneuvering target model as a constant velocity motion model; that is, \(\mathbf{A} = \mathbf{0}\). Then the maneuvering target model is denoted as \(\mathbf{A} \neq \mathbf{0}\). The traditional maneuvering detection problem is expressed as follows:

\[(H_0)\] The target does not maneuver; \(\mathbf{A}_m \in \{\mathbf{A} \mid \mathbf{A} = \mathbf{0}\}\) for \(m = 1, \ldots, k\), where \(m\) is the radar sample time.

\[(H_1)\] The target starts to maneuver at unknown time \(n\); \(\mathbf{A}_m \in \{\mathbf{A} \mid \mathbf{A} \neq \mathbf{0}\}\) for \(m = n, \ldots, k\).

For the above maneuvering detection problem, the traditional maneuver detector can accomplish the judgment between the maneuver and nonmaneuver, that is to say, to solve a simple binary hypothesis test task. However, decision-makers often want to get the information of the target maneuver type. Then hypothesis \(H_1\) can be decomposed into multiple branches and the maneuver detection problem can be described as a new form:

\[(H_0)\] The target does not maneuver; \(\mathbf{A}_m \in \{\mathbf{A} \mid \mathbf{A} = \mathbf{0}\}\) for \(m = 1, \ldots, k\).

\[(H_i)\] The target starts to maneuver at unknown time \(n\); \(\mathbf{A}_m \in \{\mathbf{A} \mid \mathbf{A} = \mathbf{A}_i\}\) for \(m = n, \ldots, k\). \(\mathbf{A}_i\) represents the \(i\)th maneuvering model; \(M\) is the total number of maneuvering target models. In particular, the nonmaneuver \(\mathbf{A} = \mathbf{0}\) is \(\mathbf{A} = [0, 0]^T\), which means that \(a_i = 0\) and \(v_i = 0\). The maneuvering \(\mathbf{A} = \mathbf{A}_i\) is \(\mathbf{A}_i = [a_i, v_i]^T\), which can represent the different maneuvering model if \([a_i, v_i]\) is the different nonzero vector.

3. The Normal/Tangential Acceleration

The key of reasonable multiple maneuvering detector is to obtain the information of normal/tangential acceleration. In the aspect of radar measurements, Doppler velocity contains the target maneuvering information. And [13] establishes the mapping relationship between Doppler velocity and the normal/tangential acceleration on the assumption of a constant turn rate motion. This paper renews to build a mapping relationship between Doppler velocity and the normal/tangential acceleration without the assumption.

We assume that the target moves in 2D plane of coordinate \(\mathbf{XOY}\), as shown in Figure 1.
In Figure 1, $\beta$ is the angle between the target velocity direction and range extending direction; $\nu$ is the size of target velocity. The basic relationship can be obtained:

$$
\alpha = \beta + \theta,
$$

(6)

$$
\nu = \nu \cos \beta.
$$

By formula (6), formula (7) can be obtained:

$$
\nu = \nu \cos (\alpha - \theta).
$$

(7)

As $\beta \in [-\pi, \pi]$, 

$$
\alpha = \pm \arccos \left( \frac{\nu}{\nu} \right) + \theta.
$$

(8)

Assume that the target velocity direction denoted as $\alpha_{k-1}$ is known at time $k - 1$. After the radar measurement $(r_k, \theta_k, v_{r,k})$ coming at time $k$, $\alpha_k$ may be as follows:

$$
\alpha_k = \begin{cases}
\alpha_k^{(1)} = \arccos \left( \frac{v_{r,k}}{v_k} \right) + \theta_k \\
\alpha_k^{(2)} = -\arccos \left( \frac{v_{r,k}}{v_k} \right) + \theta_k.
\end{cases}
$$

(9)

The variable $\Delta \alpha_k \in [-\pi, \pi]$ is denoted as the change of target velocity direction during $T$ in the following formula:

$$
\Delta \alpha_k (\alpha_k, \alpha_{k-1}) = \begin{cases}
\alpha_k - \alpha_{k-1} & (\alpha_k, \alpha_{k-1} \in [0, \pi]) \cup (\alpha_k, \alpha_{k-1} \in [-\pi, 0]) \\
\alpha_k - \alpha_{k-1} - 2\pi & (\alpha_k \in [0, \pi], \alpha_{k-1} \in [-\pi, 0]) \cup (\alpha_k - \alpha_{k-1} \geq -\pi) \\
\alpha_k - \alpha_{k-1} + 2\pi & (\alpha_k \in [-\pi, 0], \alpha_{k-1} \in [0, \pi]) \cup (\alpha_k - \alpha_{k-1} \leq -\pi).
\end{cases}
$$

(10)

The turn rate denoted as $\omega_k$ meets the left hand system:

$$
\omega_k = \frac{\Delta \alpha_k}{T}.
$$

(11)

Then, $\omega_k$ is obtained by formulas (9), (10), and (11):

$$
\omega_k = \begin{cases}
\frac{\Delta \alpha_k (\alpha_k^{(1)}, \alpha_{k-1})}{T} \\
\frac{\Delta \alpha_k (\alpha_k^{(2)}, \alpha_{k-1})}{T}.
\end{cases}
$$

(12)

The normal acceleration can be calculated by $a_{n,k} = \omega_k v_k$. If the tangential acceleration $a_{t,k} = 0$, $v_k = v_{k-1} + a_{t,k} T$. This implies an assumption that $a_n$ and $a_t$ are constant in the period $T$. As $T$ is very short, this assumption is satisfied in practice. Then, $a_{n,k}$ is denoted as the following formula:

$$
\begin{cases}
a_{n,k}^{(1)} = \frac{\Delta \alpha_k (\arccos (v_{r,k} / (v_{k-1} + a_{t,k} T)) + \theta_k, \alpha_{k-1})}{T} (v_{k-1} + a_{t,k} T), \\
a_{n,k}^{(2)} = \frac{\Delta \alpha_k (-\arccos (v_{r,k} / (v_{k-1} + a_{t,k} T)) + \theta_k, \alpha_{k-1})}{T} (v_{k-1} + a_{t,k} T).
\end{cases}
$$

(13)
The variable $a_{nk}$ is unknown at time $k$. Generally, the tangential acceleration of aircraft is provided by its engine thrust and the instantaneous change of thrust is slow. In a short period $2T$, we can assume $a_{nk} = a_{nk-1}$. Then by formula (7), we can calculate

$$a_{nk} = a_{nk-1}$$

$$= \frac{1}{T} \left( \frac{v_{r,k-1}}{\cos(\alpha_{k-1} - \theta_{k-1})} - \frac{v_{r,k-2}}{\cos(\alpha_{k-2} - \theta_{k-2})} \right). \quad \text{(14)}$$

If the exact values of $v_{r,k}$, $v_{r,k-1}$, $v_{r,k-2}$, $\theta_k$, $\theta_{k-1}$, $\theta_{k-2}$, $\alpha_{k-1}$, and $\alpha_{k-1}$ are known, we could calculate $a_{nk}$ and $a_{nk}$ by formulas (13) and (14). Due to the random noise, it is assumed that the radar measurements $v_{r,k}$, $v_{r,k-1}$, $v_{r,k-2}$, $\theta_k$, $\theta_{k-1}$, $\theta_{k-2}$ are random variables with the Gauss distribution. In addition to the above radar measurements, other variables are unknown which are considered as random variables obeying some probability distributions. All variables in formulas (13) and (14) are treated as random variables. Then $a_{nk}$ and $a_{nk}$ are functions of random variables. The joint PDF $f(a_{nk}, a_{nk})$ describes the target maneuvering. However, there is a high degree of nonlinear relationship between $a_{nk}(a_{nk})$ and its arguments; thus PDFs of its arguments cannot directly pass to $a_{nk}(a_{nk})$. Here, we use the statistical simulation experiment to obtain the empirical distribution of $f(a_{nk}, a_{nk})$.

### 4. Empirical Distribution and Its Approximated PDF

The vector $(a_{nk}, a_{nk})$ has uncountable combinations that correspond to maneuvering models. Obviously, it is convenient for us to study maneuvering detection by determining some typical maneuvering models through some combinations. If we select $M$ typical maneuvering models, we should build $M$ joint PDFs denoted as $f_j(a_{nk}, a_{nk}) (j=1, \ldots, M)$ whose empirical distribution functions are obtained through statistical simulation experiments. In the experiment, the standard 2D curve motion model is adopted to obtain the true trajectory of the target as the following formula:

$$\begin{align*}
\dot{x} &= v \cos \alpha + w_x \\
\dot{y} &= v \sin \alpha + w_y \\
v &= a_{nk} + w_v \\
\dot{\alpha} &= \frac{a_{nk}}{v} + w_{\alpha},
\end{align*}$$

where $w_x$, $w_y$, $w_v$, and $w_{\alpha}$ are the independent Gauss white noise; $\sigma_{w_x}$, $\sigma_{w_y}$, $\sigma_{w_v}$, and $\sigma_{w_{\alpha}}$ are the corresponding standard deviation. In the experiment, multiple real trajectories given $a_{nk}$ and $a_{nk}$ could be obtained by formula (15) and by initializing different $x$, $y$, $v$, $\alpha$. The measurement vector $(r, \theta, r_y)$ from Doppler radar is obtained by the following formula:

$$\begin{align*}
\begin{bmatrix}
\hat{r} \\
\hat{\theta} \\
\hat{r}_y
\end{bmatrix} &= \begin{bmatrix}
\sqrt{x^2 + y^2} \\
\pm \arccos \frac{x}{\sqrt{x^2 + y^2}} \\
v \cos (\alpha + \arccos \frac{x}{\sqrt{x^2 + y^2}}) + w_r \\
+ w_\theta \\
w_{r_y}
\end{bmatrix},
\end{align*}$$

where “±” is “+” if $y \geq 0$ and “−” is “−” if $y < 0$; “−” is opposite to “+”; $w_r$, $w_\theta$, and $w_{r_y}$ are the independent Gauss white noise; $\sigma_{w_r}$, $\sigma_{w_\theta}$, and $\sigma_{w_{r_y}}$ are the corresponding standard deviation. The radar measurement sequence can be obtained through inputting a real trajectory into formula (16). In addition to radar measurement, the value of $a_{nk-1}$, $\alpha_{nk-1}$ and $\alpha_{nk-2}$ should be known to calculate $a_{nk}$ and $a_{nk}$ by formulas (13) and (14). We use a filter to estimate them. In order to solve the problem of the high nonlinearity of measurement equation (4), (14) proposes a measurement conversion algorithm that converts the measurement in Polar coordinate system to the pseudo-Gauss noise measurement in Cartesian coordinate system and then used KF for state estimation. For the better application in this paper, the filter has been modified as shown in Appendix A. $\hat{X}_{k-1} = [\hat{x}_{k-1}, \hat{y}_{k-1}, \hat{V}_{x,k-1}, \hat{V}_{y,k-1}]^T$ can be obtained by filtering and $\hat{V}_{x,k-1}$, $\hat{\alpha}_{k-1}$, and $\hat{\alpha}_{k-2}$ can be calculated by the following formulas:

$$\begin{align*}
\hat{V}_{x,k-1} &= \sqrt{\hat{V}_{x,k-1}^2 + \hat{V}_{y,k-1}^2}, \\
\hat{\alpha}_{k-1} &= \arccos \left( \frac{\hat{V}_{x,k-1}}{\sqrt{\hat{V}_{x,k-1}^2 + \hat{V}_{y,k-1}^2}} \right), \quad \hat{V}_{y,k-1} \geq 0, \\
&= -\arccos \left( \frac{\hat{V}_{x,k-1}}{\sqrt{\hat{V}_{x,k-1}^2 + \hat{V}_{y,k-1}^2}} \right), \quad \hat{V}_{y,k-1} < 0.
\end{align*}$$

The variables $\hat{a}_{nk}$ and $\hat{\alpha}_{nk}$ can be calculated with those values by formulas (13) and (14). For the variable $\hat{\alpha}_{nk}$, there exist two possible values, which are $\hat{\alpha}_{nk}^{(1)}$ and $\hat{\alpha}_{nk}^{(2)}$. In [13, 14], the statistic $c_{\min} = \min\{\hat{a}_{nk}^{(1)}, \hat{a}_{nk}^{(2)}\}$ is employed. However, when $|\alpha - \theta|$ is small, $\hat{\alpha}_{nk}^{(1)}$ and $\hat{\alpha}_{nk}^{(2)}$ are similar. They will be taken approximately with the same probability as an estimate of $a_n$. Then $c_{\min}$ will introduce a statistical error, since the smaller value between $\hat{a}_{nk}^{(1)}$ and $\hat{a}_{nk}^{(2)}$ is selected. A new statistic $c_R$ is proposed in this paper based on the statistic $c_{\min}$; that is,

$$\begin{align*}
c_R &= \begin{cases}
\min \{\hat{a}_{nk}^{(1)}, \hat{a}_{nk}^{(2)}\}, & \arccos \left( \frac{\hat{V}_{x,k}}{\hat{V}_{x,k-1}} \right) \geq \eta, \\
\arccos \left( \frac{\hat{V}_{x,k}}{\hat{V}_{x,k-1}} \right) < \eta, & \arccos \left( \frac{\hat{V}_{x,k}}{\hat{V}_{x,k-1}} \right) < \eta,
\end{cases}
\end{align*}$$
where \( \text{rand}[\sigma_{n,k}^{(1)}, \sigma_{n,k}^{(2)}] \) is to select a value between \( \sigma_{n,1}^{(1)} \) and \( \sigma_{n,2}^{(2)} \) randomly; \( \eta \approx \pi/18 \) is the experimental threshold value.

We apply the Monte Carlo simulation method under every initial state given a maneuvering model \( (a_n, q_t) \). In each simulation, the target firstly moves at constant velocity in accordance with the initial state and then moves in accordance with the maneuvering model \( (a_n, q_t) \) after time \( t_c \). Record \( c_{q} \) and \( a_t \) at time \( t_c \) and the empirical distribution denoted as \( g(c_{q}, a_t) \) could be acquired. We denote the approximate joint PDF \( g(\cdot, \cdot) \) be obtained by fitting \( g(c_{q}, a_t) \). This is a fitting problem of multidimensional nonlinear PDF. GMM can be used to approximate an arbitrary joint PDF. Therefore, GMM is used to approximate \( g(c_{q}, a_t) \) and EM algorithm is applied to learn the parameters of GMM as shown in Appendix B.

### 5. M-CUSUM Detector

The purpose of this paper is to design a multiple maneuvering model detector that can deal with the compound hypothesis test problem described in Section 2.2. The maneuvering detector can be divided into two groups: one is a batch sliding window detector and the other is a sequential detector. Since the radar measurement is coming in order, the sequential detection is more suitable for the maneuvering detection. CUSUM as a kind of sequential detector can ensure the detection is more suitable for the maneuvering detection.

**5. M-CUSUM Detector**

The main purpose of the simulation experiment is to verify M-CUSUM detector and compare it with other maneuvering detectors. The SMT algorithms using these detectors are also compared with state-of-the-art IMM algorithm and current statistical model adaptive filter (CSAF) algorithm [24, 25].

**6. Simulation Experiment**

The main purpose of the simulation experiment is to verify M-CUSUM detector and compare it with other maneuvering detectors. The SMT algorithms using these detectors are also compared with state-of-the-art IMM algorithm and current statistical model adaptive filter (CSAF) algorithm [24, 25].

**6.1. Simulation Settings**

**6.1.1. Scenario Settings** The real trajectory and its radar measurement are generated by formulas (15) and (16), respectively. The standard deviations in formula (15) are set as


\[ \tilde{x}_{k+1} = F \tilde{x}_k + w_k. \]  

(24)

For the STM algorithm with M-CUSUM detector and IMM algorithm, the input vector \( U_k \) is denoted as \( \Gamma(\tilde{x}_k)A_0 \). Then the state equation (25) is the same as the state equation (1). Given \( \textbf{F} \) and \( \textbf{Q}_k \), the different \( A_k \) represents the different maneuvering model. If \( A_k = A^0 \), the state equation (25) describes the nonmaneuver model, that is, CV; if \( A_k \in \{ A^1, A^2, A^3, A^4, A^5 \} \), the state equation (25) describes the maneuver models corresponding to the five scenarios. In the simulation, the switching models of M-CUSUM detector is denoted as \( \{ A^i \}_{i=0}^{5} \) and the model set of IMM algorithm is denoted as \( \{ A^i \}_{i=0}^{5} \). The state transform matrix \( \textbf{F} \) in formula (25) also is CV and the noise covariance matrices are set as \( Q_{k0} (q = 10) \) and \( Q_{k1} (q = 600) \). Reference [25] proposes a direct method of estimating the tangential and normal accelerations of maneuvering targets in three-dimensional space. The method takes the modified Rayleigh distribution as the statistical model of the tangential and normal accelerations that directly are introduced into the state vector \( \textbf{X} \) and updates the state noise covariance matrix \( \textbf{Q}_k \) online to adapt to the current maneuver of target. The method is called the current statistical model and adaptive Kalman filter (CSAF) algorithm in the paper. In order to compare with M-CUSUM, CSAF algorithm should be deduced in two-dimensional space and modified with the measurement from Doppler radar. The discrete \( \textbf{U}_k, \textbf{F}_k, \) and \( \textbf{Q}_k \) in the state equation (25) can be deduced through (C.5) given in Appendix C for the current statistical model, and the adaptive Kalman filter algorithm can refer to [25] and Appendix A.

Two types of filter are set up to provide a comparative platform for different tracking algorithms. The maneuver detector based on the binary hypothesis can only be used in the detection of nonmaneuver model and maneuver model but cannot give the specific information of maneuver model. Thus it can only be used in the first filter but not in the second filter. M-CUSUM is a multiple maneuver model detector, which can realize the hard decision among multiple maneuver models, and the IMM algorithm can realize the soft decision among multiple maneuver models. Both M-CUSUM and IMM can be used in the tracking problems with the first filter and second filter. CSAF algorithm can realize the adaptive modification of \( \textbf{U}_k \) and \( \textbf{Q}_k \) which can be compared with M-CUSUM and IMM with the second filter only. For two types of filters, the measurement conversion algorithm in Appendix A is used. The difference is that the different state equation is used.

The average onset detection delay time \( (\bar{n} - n) \) is used to measure the performance of the maneuver detector. The root mean square error (RMSE) of state estimation is used to measure the performance of the tracking algorithm:

\[ \text{RMSE}(\tilde{x}_k) = \sqrt{\frac{1}{N} \sum_{k=1}^{N} (x_k - \tilde{x}_k)'(x_k - \tilde{x}_k)}, \]  

(26)

where \( N \) is Monte Carlo simulation time; \( x_k \) is the real state vector; \( \tilde{x}_k \) is the state estimation vector.
Table 1: Initial state parameter settings.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Grading</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_0$</td>
<td>80 km</td>
<td>40 km</td>
<td>20 km</td>
</tr>
<tr>
<td>$y_0$</td>
<td>80 km</td>
<td>40 km</td>
<td>20 km</td>
</tr>
<tr>
<td>$v_0$</td>
<td>400 m/s</td>
<td>200 m/s</td>
<td>100 m/s</td>
</tr>
<tr>
<td>$\alpha_0$</td>
<td>$\pi$</td>
<td>$-5\pi/6$</td>
<td>$\pi/6$</td>
</tr>
</tbody>
</table>

6.2. Simulation Results

6.2.1. Empirical Distribution and the Approximated GMM. The empirical distributions $\{f_i(c_0, a_i)\}_{i=1}^{5}$ corresponding to the maneuver models $\{A^i\}_{i=1}^{5}$ are acquired by the statistical experiment. We should assign many values to the initial state $(x_0, y_0, v_0, \phi_0)$ for experiments, because $f(a_n, a_i)$ is affected by the velocity magnitude, velocity direction, and position. In each dimension, a number of typical levels are selected for uniform experiments, and the specific values of parameters are shown in Table 1.

In Table 1, there are 162 initial state values. We execute 30 Monte Carlo simulations for each maneuver model in $\{A^i\}_{i=1}^{5}$ and each initial state value in Table 1. Record the value of $(c_0, a_i)$ at time $t_e = 21$ s, and we can get 4860 groups of data for each maneuver model. Then the empirical distribution function $f(c_0, a_i)$ corresponding to one maneuver model $A^i$ can be obtained. Two-dimensional GMM by EM algorithm in Appendix B is used to fit the empirical distribution, and then the approximate PDF $f'(a_n, a_i)$ can be acquired. Specifically, three two-dimensional Gaussian distribution functions are used to fit the distributions. The scatter diagrams and the approximate GMM diagrams of each maneuver model in $\{A^i\}_{i=1}^{5}$ are shown in Figure 4. And the parameters of GMM are recorded in Table 2. From Figure 4, different maneuvering models correspond to different distribution patterns, which proves that the probability distribution of variables in formulas (13) and (14) cannot be directly transmitted to $a_n$ or $a_i$. It is also claimed that the normal acceleration is related to the tangential acceleration without the assumption of a constant turn rate motion. Thus, it will introduce an error if the joint PDF $f(a_n, a_i)$ is decomposed into the product of marginal PDF $f(a_n)f(a_i)$.

6.2.2. Detection Performance Comparison. In the simulation experiment, the M-CUSUM detector is compared with the measurement residual (MR), Input Estimate (IE), CUSUM, and $c_{\text{min}}$ and $c_{\text{min2}}$ detectors. In the calculation of the average delay time ($\overline{\text{Delay}}$), the false alarm probability is set as $p_f = 0.01$ and the miss probability is set as $p_m = 0.1$. For MR and IE detectors, the window size is set as 5. For $c_{\text{min}}$ detector, the threshold value of fading memory average (FMA) is set as 5000. For $c_{\text{min2}}$ and CUSUM detectors, the threshold value can be calculated by $\kappa = \log(1 - p_f)/p_m$ [27], that is, $\kappa = 1.9542$. For comparison, set the threshold values of M-CUSUM detector as $\kappa_1 = \kappa_2 = \cdots = \kappa_5 = \kappa$.

Table 3 summarizes detection delay time of all above algorithms and the detectors have longer detection delay time for relatively small maneuver scenarios as $A^4$ and $A^5$.

6.2.3. Estimation Performance Comparison. In the first filter, the estimation performances of SMT algorithms with MR, IE, CUSUM, $c_{\text{min}}$, $c_{\text{min2}}$, and M-CUSUM detectors and IMM algorithm are compared. These tracking algorithms all use Doppler velocity measurement in the state estimation. The initial state vector $X_0$ and its standard deviation are set as

$$X_0 = (40 \text{ km}, 245 \text{ m/s}, 60 \text{ km}, 150 \text{ m/s})$$

$$\sigma_{x_0} = 30 \text{ m},$$

$$\sigma_{rx} = 5 \text{ m/s},$$

$$\sigma_{v_0} = 30 \text{ m/s},$$

$$\sigma_{vy} = 5 \text{ m/s}.$$

The initial estimation error covariance matrix denoted as $P_0$, the initial model probability denoted as $P_{\text{ml0}}$, and model transition probability of IMM algorithm denoted as $P_{\text{m}}$ are set as

$$P_0 = \begin{bmatrix} 10^3 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ \end{bmatrix},$$

$$P_{\text{ml0}} = \begin{bmatrix} 0.9 & 0.1 \\ 0.1 & 0.9 \\ \end{bmatrix},$$

$$P_{\text{m}} = \begin{bmatrix} 0.9 & 0.1 \\ 0.1 & 0.9 \\ \end{bmatrix}.$$
filter motion model is more directly reflected in the velocity than in the position, which is the reason why the efficiency of the detectors based on Doppler velocity measurement is higher than that based on the position measurement. The average position and velocity RMSE of IMM algorithm are higher than the SMT algorithms. The SMT algorithms using the matched target motion model $Q_{\text{low}}$ have lower RMSE during the nonmaneuver phase $0 \sim 20$ s as shown in Figure 5. As the model noise of IMM algorithm is larger than $Q_{\text{low}}$, it has a higher RMSE during the nonmaneuver phase $0 \sim 20$ s. However, as IMM algorithm could adaptively adjust the weights of two models $Q_{\text{low}}$ and $Q_{\text{high}}$ to match the target maneuver model, it has a lower RMSE during the maneuver phase $21 \sim 40$ s. The difference in average RMSE between IMM algorithm and SMT algorithms mainly comes from the accumulation of nonmaneuver phase as shown in Table 4. The tracking algorithms based on M-CUSUM, $c_{\text{min}}$, and $c_{\text{min}2}$ detectors have the comparable estimation performance. Moreover, since M-CUSUM detector has the normal/tangential acceleration in the target maneuver, the
Table 2: The parameters of GMM.

<table>
<thead>
<tr>
<th>Maneuvering models</th>
<th>( \mu )</th>
<th>( \Sigma )</th>
<th>( \lambda )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A^1 )</td>
<td>0.0850</td>
<td>7.1198</td>
<td>1.8693</td>
</tr>
<tr>
<td></td>
<td>0.2879</td>
<td>0.0207</td>
<td>75.5346</td>
</tr>
<tr>
<td></td>
<td>0.0057</td>
<td>8.8141</td>
<td>3.9931</td>
</tr>
<tr>
<td>( A^2 )</td>
<td>0.2328</td>
<td>19.6408</td>
<td>91.6298</td>
</tr>
<tr>
<td></td>
<td>-0.1778</td>
<td>13.0432</td>
<td>1.6643</td>
</tr>
<tr>
<td></td>
<td>0.0761</td>
<td>17.5508</td>
<td>3.3611</td>
</tr>
<tr>
<td>( A^3 )</td>
<td>8.4827</td>
<td>0.6988</td>
<td>5.1910</td>
</tr>
<tr>
<td></td>
<td>4.5230</td>
<td>0.6965</td>
<td>12.0374</td>
</tr>
<tr>
<td></td>
<td>9.8643</td>
<td>0.6820</td>
<td>1.9299</td>
</tr>
<tr>
<td>( A^4 )</td>
<td>10.2197</td>
<td>4.2566</td>
<td>3.3473</td>
</tr>
<tr>
<td></td>
<td>11.5421</td>
<td>7.1672</td>
<td>4.3900</td>
</tr>
<tr>
<td></td>
<td>10.5928</td>
<td>9.4848</td>
<td>10.7989</td>
</tr>
<tr>
<td>( A^5 )</td>
<td>3.9518</td>
<td>0.2270</td>
<td>59.0632</td>
</tr>
<tr>
<td></td>
<td>-19.1749</td>
<td>0.8473</td>
<td>36.5717</td>
</tr>
<tr>
<td></td>
<td>9.8141</td>
<td>18.4943</td>
<td>24.5112</td>
</tr>
</tbody>
</table>

Table 3: The average delay time of maneuver detection (s).

<table>
<thead>
<tr>
<th>( \hat{n} = n )</th>
<th>MR</th>
<th>IE</th>
<th>CUSUM</th>
<th>( c_{\text{min}} )</th>
<th>( c_{\text{min}2} )</th>
<th>M-CUSUM</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A^1 )</td>
<td>5.32</td>
<td>4.72</td>
<td>4.26</td>
<td>2.33</td>
<td>2.38</td>
<td>2.37</td>
</tr>
<tr>
<td>( A^2 )</td>
<td>4.08</td>
<td>3.58</td>
<td>3.35</td>
<td>2.65</td>
<td>2.71</td>
<td>2.62</td>
</tr>
<tr>
<td>( A^3 )</td>
<td>5.13</td>
<td>4.92</td>
<td>4.20</td>
<td>4.09</td>
<td>3.73</td>
<td>3.01</td>
</tr>
<tr>
<td>( A^4 )</td>
<td>4.03</td>
<td>3.64</td>
<td>4.03</td>
<td>3.19</td>
<td>3.03</td>
<td>1.46</td>
</tr>
<tr>
<td>( A^5 )</td>
<td>3.49</td>
<td>3.91</td>
<td>3.22</td>
<td>2.29</td>
<td>2.15</td>
<td>1.28</td>
</tr>
</tbody>
</table>

The corresponding algorithm obtains the better estimation accuracy. The CV motion model is more mismatched to the maneuver model with larger normal accelerations as \( A^2 \) and \( A^5 \) compared with other maneuver models as \( A^1 \) and \( A^3 \) as shown in Table 4 and Figure 5.

In the second filter, IMM algorithm adopts six models: \( \{ A^i \}_{i=0}^5 \). The initial state vector \( X_0 \) and the initial estimation error covariance matrix \( P_0 \) are the same as the first filter. The initial model probability denoted as \( P_{m0} \) and model transition probability denoted as \( P_m \) of IMM algorithm are set as

\[
P_{m0} = \begin{bmatrix} 0.9 & 0.02 & 0.02 & 0.02 & 0.02 & 0.02 \end{bmatrix}, \]

\[
P_m = \begin{bmatrix} 0.9 & 0.02 & 0.02 & 0.02 & 0.02 & 0.02 \\ 0.02 & 0.9 & 0.02 & 0.02 & 0.02 & 0.02 \\ 0.02 & 0.02 & 0.9 & 0.02 & 0.02 & 0.02 \\ 0.02 & 0.02 & 0.02 & 0.9 & 0.02 & 0.02 \\ 0.02 & 0.02 & 0.02 & 0.02 & 0.9 & 0.02 \\ 0.02 & 0.02 & 0.02 & 0.02 & 0.02 & 0.9 \end{bmatrix}.
\] (29)
Table 4: The average position RMSE (m) and average velocity RMSE (m/s).

<table>
<thead>
<tr>
<th>Average RMSE</th>
<th>MR</th>
<th>IE</th>
<th>CUSUM</th>
<th>$c_{\text{min}}$</th>
<th>$c_{\text{min}2}$</th>
<th>M-CUSUM</th>
<th>IMM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>$A^1$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Position</td>
<td>35.47</td>
<td>34.41</td>
<td>33.47</td>
<td>31.52</td>
<td>32.46</td>
<td>32.94</td>
<td>41.39</td>
</tr>
<tr>
<td>Velocity</td>
<td>184.01</td>
<td>180.97</td>
<td>170.37</td>
<td>139.58</td>
<td>138.84</td>
<td>129.35</td>
<td>190.37</td>
</tr>
<tr>
<td><strong>$A^2$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Position</td>
<td>44.32</td>
<td>44.18</td>
<td>44.46</td>
<td>41.05</td>
<td>39.51</td>
<td>39.87</td>
<td>49.94</td>
</tr>
<tr>
<td>Velocity</td>
<td>236.47</td>
<td>241.97</td>
<td>238.69</td>
<td>193.63</td>
<td>180.59</td>
<td>182.88</td>
<td>207.73</td>
</tr>
<tr>
<td><strong>$A^3$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Velocity</td>
<td>116.54</td>
<td>117.70</td>
<td>109.31</td>
<td>110.07</td>
<td>113.13</td>
<td>115.36</td>
<td>166.03</td>
</tr>
<tr>
<td><strong>$A^4$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Position</td>
<td>31.80</td>
<td>30.25</td>
<td>30.91</td>
<td>29.64</td>
<td>29.84</td>
<td>28.53</td>
<td>38.06</td>
</tr>
<tr>
<td>Velocity</td>
<td>134.03</td>
<td>134.72</td>
<td>126.22</td>
<td>129.89</td>
<td>131.33</td>
<td>126.38</td>
<td>174.31</td>
</tr>
<tr>
<td><strong>$A^5$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Position</td>
<td>60.59</td>
<td>58.89</td>
<td>58.79</td>
<td>58.37</td>
<td>59.01</td>
<td>57.28</td>
<td>71.83</td>
</tr>
<tr>
<td>Velocity</td>
<td>270.96</td>
<td>246.01</td>
<td>248.49</td>
<td>220.72</td>
<td>228.27</td>
<td>213.27</td>
<td>272.90</td>
</tr>
</tbody>
</table>

The parameters of CSAF algorithm are set as

$$
d_{i}^{\text{max}} = 30 \text{ m/s}^2, \\
d_{j}^{\text{max}} = -30 \text{ m/s}^2, \\
d_{n}^{\text{max}} = 70 \text{ m/s}^2, \\
d_{n}^{\text{min}} = -70 \text{ m/s}^2, \\
\alpha_i = 0.1, \\
\alpha_n = 0.1,
$$

where $d_{i}^{\text{max}}$ and $d_{j}^{\text{max}}$ are the positive and negative maximum of tangential acceleration; $d_{n}^{\text{max}}$ and $d_{n}^{\text{min}}$ are the positive and negative maximum of normal acceleration; $\alpha_i$ and $\alpha_n$ are the maneuvering frequency of the tangential and normal acceleration, respectively. The initial state vector $X_0$ and its standard deviation of CSAF are set as

$$
X_0 = \begin{pmatrix} 
40 \text{ km} \\
60 \text{ km} \\
245 \text{ m/s} \\
150 \text{ m/s} \\
2 \text{ m/s}^2 \\
2 \text{ m/s}^2
\end{pmatrix},
$$

$$
\sigma_{x_0} = 30 \text{ m}, \\
\sigma_{y_0} = 30 \text{ m}, \\
\sigma_{v_x} = 5 \text{ m/s}, \\
\sigma_{v_y} = 5 \text{ m/s}, \\
\sigma_{\alpha_i} = 0.1 \text{ m/s}^2, \\
\sigma_{\alpha_n} = 0.2 \text{ m/s}^2.
$$

The initial estimation error covariance matrix of CSAF denoted as $P_0$ is set as

$$
P_0 = \begin{bmatrix}
10^3 & 0 & 0 & 0 & 0 \\
0 & 10^3 & 0 & 0 & 0 \\
0 & 0 & 25 & 0 & 0 \\
0 & 0 & 0 & 25 & 0 \\
0 & 0 & 0 & 0 & 5 \\
0 & 0 & 0 & 0 & 5
\end{bmatrix}.
$$

If the SMT algorithm with the M-CUSUM detector detects the target maneuver, it will adopt the maneuver model $A_i, i = 1, 2, 3, 4, 5$, which firstly reaches the detection threshold to replace the term $A_t = A^0$ in state equation (1). From the perspective of position and velocity, IMM algorithm and SMT algorithm in the second filter have higher estimation accuracy than in the first filter according to Figure 6. The more important reason is that the motion models $\{A_i\}_{i=0}^5$ of state equation (1) are more suitable to the maneuver states of the target in the five scenes than the motion models $Q_{\text{low}}$ and $Q_{\text{high}}$. The SMT algorithm with M-CUSUM detector is significantly better than the IMM algorithm in two strong maneuver scenarios as $A^2$ and $A^5$, as shown in Figure 6. First of all, this is because the IMM algorithm has the competition problem among multiple motion models, which can cause the probability weights to be dispersed by the unmatched models, and the system error is introduced into the state fusion. Secondly, M-CUSUM detector can achieve higher recognition rates in strong maneuver scenes compared with other scenes, as shown in Table 5. The recognition rate of $A^2$ and $A^5$ maneuver models based on M-CUSUM detector is 93% and 95%, respectively.
Figure 5: Continued.
Then, the target state correction effect of the input vector is obvious in the strong maneuver scene, because the magnitude of input is higher than the noise level. However, as the magnitudes of input vector and noise are similar for weak maneuvering scenes, the target state correction of input vector will be interfered with the noise, which can lead to the performance degradation of the SMT algorithm with M-CUSUM detector.

The variables \( U_k \) and \( Q_k \) are modified online in CSAF algorithm as the current statistical model is used. Then the performance of CSAF is similar to IMM. CSAF algorithm has bigger position and velocity RMSE than SMT algorithm with M-CUSUM detector in the nonmaneuver stage, as shown in Figure 6. This is because the normal acceleration estimation obtained by the filter directly is more sensitive to the position measurement error than the target maneuvering in the nonmaneuvering stage. The tangential and normal accelerations in the iterative process are mutually independent with the modified Rayleigh distribution in CSAF algorithm. However, it has been proven in Section 6.2.1 that they are correlative. The error due to the independence assumption is constantly accumulated and then CSAF algorithm has significant tracking error around 30 s~40 s of the maneuvering scenarios \( A^3 \) and \( A^5 \) that have both the tangential and normal acceleration, as shown in Figures 6(g)–6(j). However, CSAF algorithm has the comparability with STM algorithm and IMM algorithm in the maneuvering scenarios \( A^1 \), \( A^2 \), and \( A^3 \) that have only the normal acceleration or the tangential acceleration.

7. Conclusions
A theoretical framework to support the detection and recognition of multiple maneuvering models is proposed in the paper. Multiple Parallel CUSUM detector named as M-CUSUM is proposed by extending the standard CUSUM detector. The normal and tangential accelerations based on Doppler velocity measurement are deduced without the assumption of a constant turn rate motion. A new statistic of normal acceleration is proposed to reduce the error based on the statistic \( c_{\text{min}} \). The joint PDF of normal and tangential accelerations is used to describe the target maneuvering model. Its joint empirical PDF is obtained by the statistical experiment method and approximated by use of GMM with EM algorithm. The computer simulation results show that M-CUSUM detector not only has a good detection performance but also can recognize the target maneuver model to increase the matching degree of motion model.

Appendix
A. Converted Measurement Kalman Filter
In order to solve the nonlinear filter in the paper, we adopt and modify the measurement conversion algorithm proposed in [11]. The measurement obtained by Doppler radar is \( Z_m = [r_m, \theta_m, v_m]' \). After measurement conversion, the measurement is denoted as \( Z'_{m} = [x_m, y_m, v_m]' \), where the relationship between \( (r_m, \theta_m) \) and \( (x_m, y_m) \) is given as

\[
\begin{align*}
x_m &= r_m \cos \theta_m - r_m \cos \theta_m \left( e^{-\sigma_\theta^2} - e^{-\sigma_\theta^2/2} \right), \\
y_m &= r_m \sin \theta_m - r_m \sin \theta_m \left( e^{-\sigma_\theta^2} - e^{-\sigma_\theta^2/2} \right).
\end{align*}
\]
Figure 6: Continued.
where \( R \) is the corresponding covariance. According to \( v_r = v_x \cos \theta + v_y \sin \theta \), we can obtain the measurement equation:

\[
Z_{mk} = H\mathbf{x}_k + v_k, \\
H = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & p & 0 & q \end{bmatrix},
\]

where \( p = e^{-\sigma_{yt}/2} \cos \sigma_{mxt} \) and \( q = e^{-\sigma_{yt}/2} \sin \sigma_{mxt} \). The corresponding covariance \( R' \) is as follows:

\[
R' = \begin{bmatrix} R_{11} & R_{12} & R_{13} \\ R_{21} & R_{22} & R_{23} \\ R_{31} & R_{32} & R_{33} \end{bmatrix},
\]

where

\[
\begin{align*}
R_{11} &= r_m^2 e^{-2\sigma_{yt}} \{ \cos^2 \theta_m [ \cosh (2\sigma_{y}) - \cos (\sigma_{\theta}) ] \\
&+ \sin^2 \theta_m [ \sinh (2\sigma_{\sigma}) - \sin (\sigma_{\theta}) ] \} \\
&+ \sigma_{r}^2 e^{-2\sigma_{yt}} \{ \cos^2 \theta_m [ 2 \cosh (2\sigma_{y}) - \cos (\sigma_{\theta}) ] \\
&+ \sin^2 \theta_m [ 2 \sinh (2\sigma_{\sigma}) - \sin (\sigma_{\theta}) ] \}, \\
R_{12} &= r_m^2 e^{-2\sigma_{yt}} \{ \sin^2 \theta_m [ \cosh (2\sigma_{y}) - \cos (\sigma_{\theta}) ] \\
&+ \cos^2 \theta_m [ \sinh (2\sigma_{\sigma}) - \sin (\sigma_{\theta}) ] \} \\
&+ \sigma_{r}^2 e^{-2\sigma_{yt}} \{ \sin^2 \theta_m [ 2 \cosh (2\sigma_{y}) - \cos (\sigma_{\theta}) ] \\
&+ \cos^2 \theta_m [ 2 \sinh (2\sigma_{\sigma}) - \sin (\sigma_{\theta}) ] \}, \\
R_{13} &= r_m^2 e^{-2\sigma_{yt}} \{ \cos^2 \theta_m [ \cosh (2\sigma_{y}) - \cos (\sigma_{\theta}) ] \\
&+ \sin^2 \theta_m [ \sinh (2\sigma_{\sigma}) - \sin (\sigma_{\theta}) ] \} \\
&+ \sigma_{r}^2 e^{-2\sigma_{yt}} \{ \cos^2 \theta_m [ 2 \cosh (2\sigma_{y}) - \cos (\sigma_{\theta}) ] \\
&+ \sin^2 \theta_m [ 2 \sinh (2\sigma_{\sigma}) - \sin (\sigma_{\theta}) ] \}, \\
R_{22} &= r_m^2 e^{-2\sigma_{yt}} \{ \sin^2 \theta_m [ \cosh (2\sigma_{y}) - \cos (\sigma_{\theta}) ] \\
&+ \cos^2 \theta_m [ \sinh (2\sigma_{\sigma}) - \sin (\sigma_{\theta}) ] \} \\
&+ \sigma_{r}^2 e^{-2\sigma_{yt}} \{ \sin^2 \theta_m [ 2 \cosh (2\sigma_{y}) - \cos (\sigma_{\theta}) ] \\
&+ \cos^2 \theta_m [ 2 \sinh (2\sigma_{\sigma}) - \sin (\sigma_{\theta}) ] \}, \\
R_{23} &= r_m^2 e^{-2\sigma_{yt}} \{ \cos^2 \theta_m [ \cosh (2\sigma_{y}) - \cos (\sigma_{\theta}) ] \\
&+ \sin^2 \theta_m [ \sinh (2\sigma_{\sigma}) - \sin (\sigma_{\theta}) ] \} \\
&+ \sigma_{r}^2 e^{-2\sigma_{yt}} \{ \cos^2 \theta_m [ 2 \cosh (2\sigma_{y}) - \cos (\sigma_{\theta}) ] \\
&+ \sin^2 \theta_m [ 2 \sinh (2\sigma_{\sigma}) - \sin (\sigma_{\theta}) ] \},
\end{align*}
\]

The measurement conversion algorithm needs \((v_x, v_y)\) at the current time. However, as the measurement conversion algorithm is executed before the filter, we use the velocity estimate at the previous time in practice. Then, we can directly estimate the target state using KF on the linear Gauss hypothesis in this way. If state equation (1) is used, the specific filtering algorithm is described as follows:

One step state prediction and error covariance prediction:

\[
\begin{align*}
\tilde{X}_{k+1|k} &= F\tilde{X}_{k|k} + \Gamma (\tilde{X}_{k|k}) A_k, \\
P_{k+1|k} &= FP_{k|k} F' + Q_k.
\end{align*}
\]

Use formulas (A.1) and (A.4) for the measurement conversion:

\[
(Z_{m,k+1}, R) \rightarrow (Z_{m,k+1}, R').
\]

Update the state estimation and error covariance matrix:

\[
\begin{align*}
S_{k+1} &= H' P_{k+1|k} H'^t + R', \\
K_{k+1} &= P_{k+1|k} H'^t (S_{k+1})^{-1},
\end{align*}
\]
∀𝑦 \quad \text{function as formula (B.1).}

The expression for the expectation is as follows:

\[
p(x_i, x_j | ψ) = \sum_{j=1}^{K} \lambda_j \rho \left(x_i, x_j \mid \rho, \mu_1, \mu_2, \sigma_1, \sigma_2 \right).
\]

(B.1)

\[
p(x_i, x_j | \rho, \mu_1, \mu_2, \sigma_1, \sigma_2) = \frac{1}{2\pi\sigma_1\sigma_2\sqrt{1-\rho^2}} \exp\left(-\frac{1}{2(1-\rho^2)}(x_i-\mu_1)^2/(\sigma_1^2) - 2\rho(x_i-\mu_1)(x_j-\mu_2)/(\sigma_1\sigma_2) + (x_j-\mu_2)^2/(\sigma_2^2)\right).
\]

(B.2)

where \( x_1 = a_n \) and \( x_2 = a_i \). \( \psi = \{ \lambda_j, \rho, \mu_1, \mu_2, \sigma_1, \sigma_2 \}_{j=1}^{K} \) is the parameter set to be learned by EM algorithm. Next we give EM algorithm. Let \( y_j = \{ \rho, \mu_1, \mu_2, \sigma_1, \sigma_2 \}_{j=1}^{K} \). The sample set is denoted as \( x = \{ x_{ij}, x_{2j} \}_{i=1}^{N} \). The log likelihood of incomplete data is

\[
\ln p(x | \psi) = \sum_{i=1}^{N} \sum_{j=1}^{K} \lambda_j \rho \left(x_i, x_j \mid \rho, \mu_1, \mu_2, \sigma_1, \sigma_2 \right).
\]

(B.3)

The expression for the expectation is as follows:

\[
Q(ψ | \bar{ψ}_k) = \frac{\ln p(x, y | ψ)}{∑_{j=1}^{K} \lambda_j ρ \left(x_i, x_j \mid y_j \right)}
\]

(B.4)

The Lagrange multiplier method is used to estimate parameter \( \bar{ψ}_{k+1} \). \( \bar{ψ}_{k+1} \) is taken as the initial value for the next step. Repeat the above steps until convergence. Finally, we can obtain the parameters of the approximation distribution function \( f^*(a_n, a_i) \) by EM algorithm.

C. Acceleration Estimation with CS Motion Model

In order to estimate the normal acceleration \( a_n \) and tangential acceleration \( a_i \), \( a_n \) and \( a_i \) are introduced into the state vector \( X \):

\[
X = [x, y, v_x, v_y, a, a_n]^T.
\]

(C.1)

Then, the state equation is

\[
X(t) = FX(t) + U(t) + W(t),
\]

where

\[
F = \begin{bmatrix}
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & \cos \alpha & -\sin \alpha \\
0 & 0 & 0 & 0 & \sin \alpha & \cos \alpha \\
0 & 0 & 0 & 0 & 0 & -\alpha_n \\
0 & 0 & 0 & 0 & 0 & -\alpha_n
\end{bmatrix},
\]

(C.2)

\[
U(t) = [0, 0, 0, 0, \alpha_n \bar{a}_n, \alpha_n \bar{a}_n]^T,
\]

\[
W(t) = [0, 0, 0, 0, \omega, \omega_n]^T.
\]

The variables \( \bar{a}_n \) and \( \bar{a}_n \) are assumed to obey the modified Rayleigh distribution. \( \bar{a}_n \) and \( \bar{a}_n \) are the maneuvering frequency, \( \bar{a}_n \) and \( \bar{a}_n \) are the tangential and normal acceleration mean, respectively. \( \omega \) and \( \omega_n \) are white noise with variance \( \sigma_n^2 = 2 \alpha \sigma_1^2 \) and \( \sigma_n^2 = 2 \alpha \sigma_2^2 \), respectively. \( \alpha \) can be calculated by

\[
\alpha = \arctan \left( \frac{v_y}{v_x} \right).
\]

(C.3)

The discrete \( F_k, U_k, W_k \), and \( Q_k \) can be acquired by the following equations:

\[
F_k = e^{FT_k},
\]

\[
U_k = \int_{kT}^{(k+1)T} F \left( (k+1)T - \xi \right) U(\xi) d\xi,
\]

\[
W_k = \mathbf{0}
\]
\[ W_k = \int_{0}^{T} F\left[ (k+1) T - \xi \right] W(\xi) d\xi, \]
\[ Q_k = E\left( W_k W_k^{\top} \right). \]

(C.5)
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