Introducing Fuzziness in CDS Pricing under a Structural Model
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1. Introduction

Information disclosure bridges the asymmetry of information between issuers and investors as disclosure can reduce information asymmetry. However, OTC credit derivatives, as nonstandardized financial derivatives, have the following characteristics: trading information is neither open to the public nor is there a guarantee from a stock exchange on the performance of a credit derivative. Furthermore, bigger the risk in how a credit derivative performs, bigger the price floating. As a result, asymmetry in the flow of market information acts as a decisive factor in the sensitivity of pricing financial instrument credit risks and this will thus lead to obvious fuzziness in the estimation of counterparty risks. For example, when some emergencies are related to financial institutions and followed by movements in stocks and stock markets, the dissemination of adverse information will lead to counterparty default behavior. At the same time, internal market credit defaults will be both convergent and infectious. Thus, it should be remembered that a counterparty default is characterized not only by synchronicity and aggregation but also by fuzziness and uncertainty. In the pricing of credit default swap counterparty risks, the effects of both external market shocks and the internal effect of contagion on a company cannot be observed, i.e., the precise value cannot be gotten through a set of random values. As a consequence, the study of fuzziness, hesitation, presentation, and how things tend to evolve under conditions of asymmetric information is extremely important in controlling the outbreak, diffusion, and aggregation of credit risks. In addition, the combining of fuzziness and randomness under conditions of asymmetric information can lead to more efficient tools that are used to strip, transfer, and hedge credit risk pricing and so build a much closer model of the real credit derivatives market. The credit risk analysis in fuzzy and uncertain environments and the derivatives pricing model in this paper are of great realistic and theoretical significance.

Article [1] introduced, for the first time, the concept of fuzzy information into credit risk analysis and the modeling of derivatives pricing. Default strength was assumed to be a fuzzy triangle reflecting the relationship between corporate defaults and actual market information under the shadow of a
The flow of information in an asymmetric market and, to a fuzzy information. This solves some inherent problems as to in a triangular fuzziness form through the introduction of structural model to calculate the probability of asset default. Default swap pricing model can be achieved by using the paper assumes that the market short-term interest rates can interest rate risks on swap pricing into consideration, this that the asset value range of movement is a triangular fuzzy by market information flow asymmetry, this paper assumes diffus diffusion model. For the fuzziness in the markets caused credit asset values are driven by the double exponential jump ing. This paper assumes that credit default swaps of reference risk in how a derivative may perform, bigger the price float- which trading takes place is not open to the public, the stock characteristics. Information concerning the environment in model. The derivatives market environment has the following random environment from the perspective of a pricing structural model.

Inspired by [6, 7], this paper combined fuzziness and randomness to look at the credit default swap pricing problem in fuzzy random environments by using a pricing structural model. The derivatives market environment has the following characteristics. Information concerning the environment in which trading takes place is not open to the public, the stock exchange offers no guarantee of performance and bigger the risk in how a derivative may perform, bigger the price floating. This paper assumes that credit default swaps of reference credit asset values are driven by the double exponential jump diffusion model. For the fuzziness in the markets caused by market information flow asymmetry, this paper assumes that the asset value range of movement is a triangular fuzzy number. At the same time, in order to take the influence of interest rate risks on swap pricing into consideration, this paper assumes that the market short-term interest rates can satisfy the CIR model and make it fuzzy. The fuzzy credit default swap pricing model can be achieved by using the structural model to calculate the probability of asset default. The advantage of this model is to be able to show the results in a triangular fuzziness form through the introduction of fuzzy information. This solves some inherent problems as to the flow of information in an asymmetric market and, to a certain extent, the inadequate disclosure of information.

2. Credit Default Swap Pricing Model

A credit default swap is an agreement between two trading parties through which the CDS buyer will transfer an asset credit risk to a credit guarantee seller. In return, the CDS buyer pays some fees to the credit guarantee seller who takes the risk for the duration of the contract. The seller promises to compensate the CDS buyer for the specific loss if there is a default within the contract time. The corresponding reference entity refers to a third party asset excepting CDS buyers and sellers, or risks they transfer are the third party entity credit risk. The reference entity can be a single specific economic entity or a portfolio. CDS premiums paid by the buyer are determined by CDS market prices. The stream of premiums is called the premium leg, and the compensation when a credit event occurs is called the protection leg.

In credit default swaps, we assume $A$ is the credit guarantee buyer, $B$ is the credit guarantee seller, and the credit spread $c$ is what $A$ pays $B$ and, finally, what $B$ pays $A$ is the reference asset in the case of breach of contract. In structuring the credit derivative pricing model, if we assume the reference credit asset is $V_0$, its face value $N$ at time $t_0$ is the par value, the payment of interest is in discrete points, $0 < t_1 < t_2 < \cdots < t_N = T$ and the reference entity and the credit default swaps have the same due date, then the cash $A$ pays in the future is

$$ PV \text{ (premium leg)} = cN \sum_{i=1}^{n} \exp \left( - \int_{0}^{t_i} r_s ds \right) \times 1_{\{\tau > t_i\}} \Delta t_i + A_p, \quad (1) $$

among which $A_p = \frac{1}{2} cN \sum_{i=1}^{n} \exp \left( - \int_{0}^{t_i} r_s ds \right) \times [F(t_i) - F(t_{i-1})] \Delta t_i$.

For simplification we assume that default can occur at the payment date or in the middle of two consecutive payment dates. Therefore, the average accrual payment $A_c$ can also be estimated (see [8]) by $A_p = (1/2) cN \sum_{i=1}^{n} \exp(- \int_{0}^{t_i} r_s ds) \times [F(t_i) - F(t_{i-1})] \Delta t_i$.

$1_{\{\tau > t_i\}}$ is the default indicator function, i.e., when the reference asset defaults the function value is 1; otherwise, it is 0. $\tau$ is the reference asset default time. The cash $B$ pays in the future is

$$ PV \text{ (protection leg)} = (1 - \delta) N \sum_{i=1}^{n} \exp \left( - \int_{0}^{t_i} r_s ds \right) [F(t_i) - F(t_{i-1})]. \quad (2) $$

According to the principle of no arbitrage pricing, the expected cash $A$ and $B$ pay should be equal under risk neutral measures.

$$ E^Q \left[ PV \text{ (protection leg)} \right] = E^Q \left[ PV \text{ (premium leg)} \right], \quad (3) $$

that is,

$$ E^Q \left[ cN \sum_{i=1}^{n} \exp \left( - \int_{0}^{t_i} r_s ds \right) \times 1_{\{\tau > t_i\}} \Delta t_i + A_p \right] $$

$$ = E^Q \left[ (1 - \delta) N \sum_{i=1}^{n} \exp \left( - \int_{0}^{t_i} r_s ds \right) \cdot [F(t_i) - F(t_{i-1})] \right]. \quad (4) $$

Thus, the formula to calculate the credit default swap fair premium (or swap prices) can be obtained by
of a down-jump in value, and the probability of an up-jump in value, obviously, the key to solving function (5) is calculating the reference asset default probability.

3. The Fuzzy Analysis for CDS Pricing

3.1. The Default Distribution with Fuzzy Analysis. To calculate the reference entities default distribution, this paper adopts a first-hitting time structural model. Put forward in the work by [9], this model regards default as an endogenous variable that is related to a company’s assets value. Then it uses asset value and liability information to construct the default distribution model.

This study assumes that the reference asset value $V(t)$ follows a geometric Lévy process, i.e., $V_t = V_0 e^{X_t}$, $V_0 > 0$, $X_t = \mu t + \sigma W_t + \sum_{i=1}^{N(t)} Y_i$, in which $N(t)$ is the Poisson process with intensity $\Lambda > 0$, $W_t$ is a standard Brownian movement, $\{Y_i\}$, a list of independent identically distributed nonnegative random variables. To describe asset value jumps sizes whose density function is the asymmetric double exponential distribution $f(y) = p \eta e^{-\eta y} 1_{y>0} + q \eta e^{\eta y} 1_{y<0}$, $\eta_1 > 1$, $\eta_2 > 0$. In this function, $p$ stands for the probability of an up-jump in value, $q$ for the probability of a down-jump in value, and $p + q = 1$, $1/\eta_1$, $1/\eta_2$, the average value of the jump. In addition, all random processes $N(t)$, $W(t)$, and $\{Y_i\}$ are mutually independent; i.e., asset value $V(t)$ obeys the double exponential jump diffusion process. A double exponential distribution has a unique advantage in describing asset jumps, one being that it allows both for up and down jumps. Moreover, jump sizes can also be asymmetrical allowing a description of the peak and the tail of financial data corresponding to asymmetric disclosures of market information; the other is that it has infinite memory, making the calculation of expectation and variance much easier.

Under the crisp number condition, suppose $\theta \in (−\eta_2, \eta_1)$, then the moment generating function of jump variable $\{Y_i\}$ is $E^Q[e^{yY_i}] = e^{G(\theta) y}$, in which $G(\theta) = \mu \theta + (1/2) \sigma^2 \theta + \lambda(\eta_1/\eta_1 - \theta) + q \eta_2/\eta_2 + (1/2) \sigma^2 \theta - 1$ is the Laplace index of the Lévy process. The lemma of the solution of the Laplace index equation $G(\theta)$ can be used for the default time of Laplace transformation.

Definition 2 ([11]). Suppose R is a set of real numbers, and the fuzzy set $\tilde{A}$ refers to ordered real pair $\tilde{A} = \{(x, \mu(x)) : x \in X\}$, in which $\mu(x)$ is a membership function of fuzzy set $\tilde{A}$ that map $x \in X$ to the closed zone $[0, 1]$.

Proposition 3 ([12]). Let $\tilde{a}$ and $\tilde{b}$ be two fuzzy numbers, $\tilde{a} = [\tilde{a}_l, \tilde{a}_r]$, $\tilde{b} = [\tilde{b}_l, \tilde{b}_r]$; then $\tilde{a} + \tilde{b}, \tilde{a} - \tilde{b}, \tilde{a} \times \tilde{b}$ are also fuzzy numbers; their level set $v$ is

$$
\begin{align*}
\tilde{a} + \tilde{b} & = [\tilde{a}_l + \tilde{b}_l, \tilde{a}_r + \tilde{b}_r], \\
\tilde{a} - \tilde{b} & = [\tilde{a}_l - \tilde{b}_r, \tilde{a}_r - \tilde{b}_l], \\
\tilde{a} \times \tilde{b} & = \left\{ \begin{array}{ll}
\min \{\tilde{a}_l \tilde{b}_l, \tilde{a}_l \tilde{b}_r, \tilde{a}_r \tilde{b}_r, \tilde{a}_r \tilde{b}_l\}, & \\
\max \{\tilde{a}_l \tilde{b}_l, \tilde{a}_l \tilde{b}_r, \tilde{a}_r \tilde{b}_r, \tilde{a}_r \tilde{b}_l\}, & \end{array} \right. \\
& \quad \forall v \in [0, 1]
\end{align*}
$$

If the level set $\tilde{b}_v$ to $\forall v \in [0, 1]$ does not include zero, then $\tilde{a}/\tilde{b}$ is also fuzzy number, and its $v$ is

$$
\begin{align*}
\tilde{a}/\tilde{b} & = \left\{ \begin{array}{ll}
\min \{\tilde{a}_l / \tilde{b}_l, \tilde{a}_l / \tilde{b}_r, \tilde{a}_r / \tilde{b}_r, \tilde{a}_r / \tilde{b}_l\}, & \\
\max \{\tilde{a}_l / \tilde{b}_l, \tilde{a}_l / \tilde{b}_r, \tilde{a}_r / \tilde{b}_r, \tilde{a}_r / \tilde{b}_l\}, & \end{array} \right. \\
& \quad \forall v \in [0, 1]
\end{align*}
$$

In addition, let $\lambda > 0$ be a real number; then $(\lambda \tilde{a})_v = [\lambda \tilde{a}_l, \lambda \tilde{a}_r]$, $\forall v \in [0, 1]$.

As mentioned above, when market information flow is asymmetric, the factors influencing financial product pricing are not only random, but also ambiguous. To show how fuzziness influences derivatives pricing in the process of the asset value jumps, let us assume that the intensity of the asset value jump $\lambda$ and the amplitudes $\eta_1, \eta_2$ are triangular fuzzy numbers:

$$
\begin{align*}
\lambda & = [\lambda - (1 - \gamma) a_0, \lambda + (1 - \gamma) b_0], \\
\eta_1 & = [\eta - (1 - \gamma) a_1, \eta_1 + (1 - \gamma) b_1], \\
\eta_2 & = [\eta - (1 - \gamma) a_2, \eta_2 + (1 - \gamma) b_2], \\
& \quad \forall v \in [0, 1] \quad (\gamma \text{ for reliability}).
\end{align*}
$$

To introduce fuzzy analysis into a description of the default distribution, let us review some basic knowledge of fuzzy mathematics.
Thus, if $\beta_{1,\alpha},\beta_{2,\alpha}$ are two and only two real roots of $G(\theta) = \alpha$, the level set $\gamma$ of equation $G(\theta) = \alpha$ can be obtained from [10, 11] in a fuzzy random environment:

$$\bar{\beta}_{1,\alpha} = \left[ (1 - \gamma) a_2, \beta_{1,\alpha} + (1 - \gamma) b_2 \right],$$
$$\bar{\beta}_{2,\alpha} = \left[ (1 - \gamma) a_2, \beta_{2,\alpha} + (1 - \gamma) b_2 \right].$$

(9)

When the reference asset value is lower than the default gate value $K$, the default time of reference entity is

$$\tau = \inf \left\{ t \geq 0, X_t \leq K^* \right\}.$$  

(10)

In a fuzzy random environment, the default time $\tau$ has the following Laplace transformative formula:

$$E^Q \left( e^{-\alpha \tau} \right) = \sum_{\gamma \in [0,1]} \frac{\tilde{\beta}_{1,\alpha} - \tilde{\beta}_{2,\alpha}}{\tilde{\beta}_{2,\alpha} - \tilde{\beta}_{1,\alpha}} e^{-K^* \tilde{\beta}_{1,\alpha}} + \frac{\tilde{\beta}_{2,\alpha} - \tilde{\beta}_{1,\alpha}}{\tilde{\beta}_{2,\alpha} - \tilde{\beta}_{1,\alpha}} e^{-K^* \tilde{\beta}_{2,\alpha}},$$

(11)

so the distribution function of the default time is

$$\tilde{F}(\alpha) = \int_0^\infty e^{-\alpha t} F(t \leq t) dt = \frac{1}{\alpha} \int_0^\infty e^{-\alpha t} dF(t \leq t)$$

$$= \frac{1}{\alpha} E^Q \left( e^{-\alpha \tau} \right).$$

(12)

Then from Gaver-Stehfest’s Laplace inversion algorithm, the analytical expressions of default can be made:

$$F(t) = F(t \leq t) = \lim_{n \to \infty} F_n(t),$$

(13)

in which $F_n(t) = (\log 2/2\pi \sqrt{n}) \sum_{k=0}^n (-1)^k \binom{n}{k} \tilde{F}_n((n + k)(\log 2/\pi)).$

To accelerate the convergence, items $n = 1, 2$ in $F_n(t)$ can be neglected, i.e.,

$$F(t) = \sum_{k=1}^n (-1)^{n-k} \frac{k^n}{k! (n-k)!} \tilde{F}_{k+2}(t),$$

(14)

and when $n$ is big enough, $\sum_{k=1}^n (-1)^{n-k} (k^n/k!(n-k)!)) \tilde{F}_{k+2}(t) - F(t) = o(n^{-k}), n \to \infty.$ Eventually, the level set $\gamma$ of the reference asset value distribution in a fuzzy random environment can be obtained in the form of a triangular fuzzy number:

$$\tilde{F}_\gamma(t) = \left[ F(t) - (1 - \gamma) a_2, F(t) + (1 - \gamma) b_2 \right],$$

(15)

$$\gamma \in [0, 1].$$

3.2. The Credit Default Swap Pricing Model with Fuzzy Analysis. For a description of interest rate risk, $r(t)$, this paper uses the CIR model, i.e.,

$$dr(t) = \alpha' (k' - r(t)) dt + \sigma' \sqrt{r(t)} dW_t,$$

in which $\alpha'$ stands for the recovery rate of interest, $k'$ for long-term average, $\sigma'$ for volatility, and $W_t$ for standard Brownian motion. The price of no default zero coupon bonds is

$$p(t, T) = E^Q[D(t)] = E^Q \left[ \exp \left( -\int_0^T (k' - r(t)) dt \right) \right].$$

According to Theorem 4.3.1 in [13],

$$p(t, T) = e^{-\gamma r(C(t,T) - A(t,T))}$$

$$C(t, T) = \frac{e^{\rho(T-t)} - e^{-\rho(T-t)}}{(\rho + (1/2) \alpha') e^{\rho(T-t)} + (\rho - (1/2) \alpha') e^{-\rho(T-t)}}$$

(16)

$$A(t, T) = -\alpha' k' \int_t^T C(s, T) ds,$$

$$\rho = \frac{1}{2} \sqrt{\alpha'^2 + 2 \sigma'^2}$$

The financial data may not be timely or accurate due to unforeseen circumstances or man-made errors, resulting in interest rates in different banks or financial institutions not being the same. Although the differences may be minute, it is not reasonable to assume that they are fixed. In order to reflect the influence of fuzziness on interest rates, this paper also assumes that market short-term interest rates are triangular fuzzy numbers,

$$\tilde{r}(t) = \left[ r(t) - (1 - \gamma) a_2, r(t) + (1 - \gamma) b_2 \right],$$

(17)

$$\gamma \in [0, 1].$$

Theorem 4. Suppose that the market short-term interest rate $\tilde{r}(t)$ satisfies the CIR model, then, the $\gamma$-cut of the price of default-free zero coupon bonds, whose face value is $1$ and whose expiration date is $T$, can be written as

$$\tilde{p}_\gamma(t, T) = \left[ \tilde{p}_{\gamma L}, \tilde{p}_{\gamma R} \right],$$

where the left and right ends can be written, respectively, as

$$\tilde{p}_{\gamma L}(t, T) = e^{-(1-\gamma) r(C(t,T) - A(t,T))},$$

$$\tilde{p}_{\gamma R}(t, T) = e^{-(1+\gamma) r(C(t,T) - A(t,T))},$$

(18)

$$\gamma \in [0, 1].$$

Proof. Based on the monotonicity of the function and Proposition 3, we come to this conclusion. 

From the first-hitting time structural model, it can be known that the default time and interest rate process are independent from each other, so the triangular fuzziness credit default swap pricing formula comes as follows.

Theorem 5. The left point of level set $\gamma$- of the fair premium of credit default swaps in the form of triangular fuzziness is
\[
\tilde{c}_y = \frac{(1 - \delta) \sum_{i=1}^{n} e^{-(1 + (1 - \gamma) c^+ rC(t_i, T) - A(t_i, T))^+} \left[ \left(1 - (1 - \gamma) d^- \right) F(t_i) - \left(1 + (1 - \gamma) d^+ \right) F(t_{i-1}) \right]}{\sum_{i=1}^{n} e^{-(1 + (1 - \gamma) c^- rC(t_i, T) - A(t_i, T))^+} \left[ \left(1 - (1 - \gamma) d^+ \right) F(t_i) - \left(1 + (1 - \gamma) d^- \right) F(t_{i-1}) \right]} \Delta t_i
\]

(19)

**Proof.** In a fuzzy random environment, according to formulas (5), (15), and (18) and the nature of expectations, the following can be gotten:

\[
\tilde{c}_y = \frac{E^Q \left[ (1 - \delta) \sum_{i=1}^{n} \exp \left( - \int_0^{t_i} r_s ds \right) \left[ F(t_i) - F(t_{i-1}) \right] \right]_y}{E^Q \left[ \sum_{i=1}^{n} \exp \left( - \int_0^{t_i} r_s ds \right) \times 1_{\{t_{i+1} > t_i\}} \Delta t_i \right]_y + \frac{1}{2} \sum_{i=1}^{n} \exp \left( - \int_0^{t_i} r_s ds \right) \times \left[ F(t_i) - F(t_{i-1}) \right] \Delta t_i}
\]

(20)

Bring the expected results into formula (5), and according to the monotonicity of function, this theorem can be proved. □

\[
\tilde{c}_y^+ = \frac{E^Q \left[ (1 - \delta) \sum_{i=1}^{n} \exp \left( - \int_0^{t_i} r_s ds \right) \left[ F(t_i) - F(t_{i-1}) \right] \right]^+_y}{E^Q \left[ \sum_{i=1}^{n} \exp \left( - \int_0^{t_i} r_s ds \right) \times 1_{\{t_{i+1} > t_i\}} \Delta t_i \right]^+_y + \frac{1}{2} \sum_{i=1}^{n} \exp \left( - \int_0^{t_i} r_s ds \right) \times \left[ F(t_i) - F(t_{i-1}) \right] \Delta t_i}
\]

(21)

**Theorem 6.** The right point of level set \( \gamma \) of the fair premium of credit default swaps in the form of triangular fuzziness is
Figure 1: The fuzzy credit spreads vary with $d^+$. 

Figure 2: The fuzzy credit spreads vary with $d^-$. 

$$E^Q \left[ \sum \limits_{i=1}^{n} \exp \left( -\int_{0}^{t_i} r_s ds \right) \times 1_{\{\tau \geq t_i\}} \Delta t_i \right] = \sum \limits_{i=1}^{n} e^{-(1+(1-\gamma)c^+)rC(t,T)-A(t,T)} \left[ 1 - (1 - (1-\gamma)d^-)F(t_i) - (1 + (1-\gamma)d^+)F(t_{i-1}) \right] \Delta t_i$$

Bring the expected results into formula (5), and according to the monotonicity of function, this theorem can be proved. Finally, the level set $\gamma$ of total return swaps fair premium in the form of triangular fuzziness can be obtained: $\bar{\gamma} = [\tilde{\gamma}^-_i, \tilde{\gamma}^+_i].$

Note. In view of the literature [14], we give a reasonable hypothesis: the divergence factor $a_5, b_5$ can be assumed to be $a_5 = d^- F(t), b_5 = d^+ F(t), \text{where } 0 < d^-, d^+ < 1$ (so $d^-, d^+$ will correspond with the $a_5, b_5$, which will be able to characterize the degree of fuzziness of information). The assumption is feasible because the divergence factor $a_5, b_5$ is associated with the fuzziness of the volatility of financial markets.

To illustrate the validity of the model, we have made several calculations using the above formula in simulations; the results of simulations of the left and right ends of the fuzzy form of the credit default swap fair premium $\gamma$-cut set are given. Specifically, the influence of the fuzzy degree of the market information and the investor’s subjective judgment reliability on the premium section of the credit default swaps is investigated, and the results are shown in Figures 1-2. As a numerical illustration, we show the following.

Figures 1-2 show that the interval length of the credit default swaps fair premium $\gamma$-cut set gradually broadens with increases in the degree of fuzziness of information; that is, the lower and upper bounds are gradually widen. These results show that the degree of fuzziness in market information has a significant impact on credit default swap price changes with the swap price range proportional to the degree of fuzziness of information.

4. Conclusion

On the basis of real world observations that limited disclosure of market information may cause asymmetry in information flows, this paper introduced fuzzy analysis into the credit default swap pricing model and then constructed a credit
default swap pricing model that incorporates triangular fuzzy intervals. Compared to [7, 15, 16], the model in this paper can solve some inherent problems such as the asymmetry of market information flows and the low evaluations caused by inadequate disclosure of information. Of course, we are not able to examine the model in the real market as we are unable to get either the necessary market data or stability control in the form of interval numbers. All the above issues will be included as part of our future studies.
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