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A combination of identification and control procedures is presented which is aimed at precise control of systems with any value of time delay. Suggested strategy allows the predictive controller to adapt its parameters to a value of the time delay identified during the control process. The system flexibility resides in the ability to work precisely even with time-delay values that are not integer multiples of the sampling period. Overall, the designed approach presents a more precise method to control systems with both static and variable cases of time delay.

1. Introduction

Time delay is an accompanying effect for a large number of controlled processes not only in industrial areas. Control design for such cases requires an unconventional approach due to its negative impact on stability in traditional control systems. While applying control techniques in discrete form it is necessary to take into account the fact that time delay can be under these circumstances expressed only as an integer multiple of the sampling period. As a result of this limitation, the control precision is comparatively reduced. This article aims to overcome this drawback.

A number of methods is being used to identify the time-delay value in practice; an overview of several was studied in [1]. Among often used concepts there is a comparison of estimates of system outputs for a range of possible time-delay values [2], or also an application of the least square method often combined with identification of all remaining system parameters [3]. Contrary to methods attempting to determine both parameters and time delay, for example, [4, 5], the approach described in this article is focused exclusively on the value of time delay with an assumption that the remaining system parameters are known and constant.

Considering the area of discrete control methods, if we want to perform online measurements of varying time-delay, we need to take into account all changes that may happen between values quantified to individual sampling periods. This problem is still largely studied resulting in number of scientific articles with varying areas of focus. An approach similar to the method described in the article by using specific system parameters and output estimation was taken by [6]. An application of specific mathematical models to specific input signals and performing identification procedure in order to determine individual system parameters were suggested. The control issue of applying model predictive controller to handle time delay was explored in [7] among many others. The mentioned research compared performance of the model-based predictive control (MPC) in state-space system with variable time delay to PI (proportional integrating) controller and Smith predictor, proving efficiency of the predictive approach.

Several procedures exist that are able to control systems with time delay; the most significant are based on principles of the Smith predictor and model based predictive control [8]. Despite their number, only a minority of controllers are sufficiently robust in relation to the value of time delay [9]. Therefore, it is usually suitable to accompany the system control algorithm with an identification method.

The aim of this paper was to explore the option of adapting the control algorithm for cases, when a system changes its time-delay value. Both the concept of time-delay identification and controller adaptation technique were realized in simulations. The first section is focused on connecting individual elements of the control structure. The following
subchapter analyses the applied method for identification of the time-delay value. The next part investigates specific modifications of the predictive controller in order to incorporate the possibility of controlling a system with time-delay value that is not an exact multiple of the sampling period. Resulting performance of the described control structure is analyzed in the subsequent chapter, followed by final evaluation.

2. Methods

The suggested control structure contains a combination of an identification procedure and a control mechanism. Individual sections are realized and connected in the simulation environment MATLAB with the extension Simulink. The connection is designed in such a way that measured values of control input and system output are processed by the time-delay identifying algorithm, first. Consequently, the identification result is provided to the controller, which modifies its own parameters based on acquired data and performs system inputs.

The solution also utilizes MPC principle, where, in contrast to conventional control, the controller output is realized by minimizing proper (usually quadratic) objective function. It is realized as a closed-loop control system. MPC can be realized as system based on input-output process model, as well as state-space theory. In case of this publication the MPC method is based on input-output system model; therefore it utilizes external input-output signals.

2.1. Time-Delay Identification. The foundation of the identification procedure is a method capable of determining an arbitrary value of time delay during the control procedure [10]. This strategy is based on a reversed mechanism of a system behaviour prediction. Therefore, instead of determining system outputs from known parameters, the parameter is deduced from measured outputs. This approach works, provided that the dynamical properties are known and the single unknown value is time delay.

An area of input and output data is reserved for a precise determination of time delay. Based on initial conditions in the section and the series of input signals related to a value of time delay, an estimation of possible system outputs is calculated. As a result, a set of system outputs for possible values of time delay is obtained. Furthermore, individual calculated sequences of outputs are compared with the actual measured one. Comparison of these results enables determining the area of the most probable time-delay value. In addition, the modified Z-transform is applied to derive a new variant of the original system parameters for further precision increase. The new version has several times smaller sampling period and its parameters are applied to perform an estimation of system outputs with time delay of a fractional value.

Figure 1 illustrates a comparison between the measured output signal and possible outputs depending on time delay. The red line follows the development of the real system output, blue lines are estimated from the output for four different integer values of time delay and green lines fill the area of possible outputs from estimates computed with fractional time-delay values. The area with increased accuracy may be determined from the comparison between the integer estimates and the real output first. Therefore, the number of necessary calculations can be significantly decreased and, therefore, even a wide interval of possible time-delay values does not have a major influence on computation demands. The number of estimated outputs can be lowered even further by performing computations for only selected values of time delay as each estimate-comparison operation provides a more accurate information about the real value of time delay in an optimizing search for the minimal deviation.

The comparison between individual calculated output estimates \( \tilde{y}_d \) and the measured data \( y_{\text{real}} \) is realized by computing a qualitative criterion of integrated square error (ISE). Its noncontinuous version is expressed by the following equation.

\[
\text{ISE}_d = \sum_{i=1}^{n} [y_{\text{real}}(i) - \tilde{y}_d(i)]^2.
\]

The most probable value of the time delay is deduced from the sequence with the smallest calculated error. In order to increase the precision for cases with a varying value of time delay, it is possible to incorporate a directional forgetting, which decreases the significance of data measured in more distant areas. As a result, newer measurements have a greater impact.

This identification method enables us to determine the size of time delay directly during the control procedure. Another benefit of this technique is the option to set the amount of studied data. A larger measured area provides more precise results in the presence of disturbance; on the other hand, smaller area may identify a change in the time delay faster.

2.2. Predictive Control Principle. The model based predictive control is a control approach using a mathematical description of the controlled system to estimate its future behaviour. Based on the estimation, an optimal sequence of control inputs is calculated by an optimization algorithm [11, 12]. The optimality of the desired state is expressed in an objective function with the general form as follows.

\[
\min J(u) = \sum_{k=1}^{n} [y_{\text{real}}(i) - \tilde{y}_d(i)]^2.
\]
expressed in discrete area. The area of optimization starts in a model without time delay, from which the system dynamics are recorded in every sampling step by the time-delay identification algorithm. The newly recorded data is added to the set of known values and the identification procedure continues. The identified output predictions are modified.

2.3. Modification of the Predictive Control Procedure. The control procedure is based on the above described GPC controller, in which sections of system model and future output predictions are modified.

A system described in the discrete area has the time-delay parameter represented by the power of variable $z^{-\delta}$. The value of $\delta$ can assume only integral values, and, therefore, it is necessary to describe such system with modified $Z$-transform, which can express system dynamic outside of the original sampling area.

Figure 2 displays how a system can be described in discrete area with such a time delay that is not an integer multiple of its sampling period. The mathematical description starts in a model without time delay, from which the system state in the fraction of sampling period given by the length of time delay is deduced. The value of system response with the given length of time delay then represents the state achieved in the moment of sampling. As the source for determining the controller parameters is used a system with time-delay value rounded down and the remaining parameters were obtained from the modified $Z$-transformation.

Based on parameters received by modified $Z$-transform, it is necessary to deduce new values of matrices applied in the predictive control. During the estimation of future outputs based on a system expressed as a division of polynomials, where the order of numerator is $n_b$ and the order of denominator is $n_a$, the prediction of the output variable is given by the following equation:

$$
\hat{y}(k + 1) = \sum_{i=1}^{n_a+1} a_i y(k + 1 - i) + \sum_{i=1}^{n_b} b_i \Delta u(k - d - i) .
$$

With the prediction of length of $N$ sampling steps and with integral part of delay of size $d$, individual elements are divided according to their affiliation to the following vectors:

$$
\Delta u(k) \\
\Delta u(k + 1) \\
\vdots \\
\Delta u(k + N - 1) \\
\Delta u(k - 1) \\
\Delta u(k - 2) \\
\vdots \\
\Delta u(k - nb) \\
\hat{y}(k + d) \\
\hat{y}(k + d - 1) \\
\vdots \\
\hat{y}(k + d - na)
$$

And the result is a matrix form interpreted as

$$
\hat{y} = Gu + Hu_1 + Sy_1.
$$

Considering the fact that the system obtained by the modified $Z$-transformation contains a nonzero element $b_0$, it is required to fill additional parameters to matrices $G$ and $H$.

In the presence of the time delay, it is necessary to estimate future system outputs to determine the entire vector $y_1$. The equation for calculating these values (3) is another section that has to be altered based on system model. Besides the obvious change in existing parameters, the variable $b_0$ needs to be added.

Figure 3 shows the layout of the control scheme. The control input signal $u$ originating from the predictive controller and the output signal $y$ measured in the controlled system are recorded in every sampling step by the time-delay identification algorithm. The newly recorded data is added to the set of known values and the identification procedure continues.
performs a new estimate $\hat{d}$ of the time delay between the control input and the output signal. The result is consequently provided back to the predictive controller, which modifies its internal parameters accordingly. The whole procedure is ideally performed as a part of controller computations to ensure a fast response to sudden changes in time delay.

The result of the above-mentioned operations is a form of predictive control, which is able to adapt to a different dynamic caused by fractional value of time delay, while maintaining the original sampling period.

3. Results

The design functionality was verified in the simulation environment MATLAB with the Simulink extension. The system used for simulation was selected for its simple dynamics. The main goal was to demonstrate the ability of the controller to adapt itself to varying conditions of time delay.

$$G(s) = \frac{2}{4s^2 + 5s + 1}.$$  \hspace{1cm} (6)

In the discrete version with the sampling period of 2 s,

$$G(z^{-1}) = \frac{0.4728z^{-1} + 0.2076z^{-2}}{1 - 0.7419z^{-1} + 0.08208z^{-2}}.$$  \hspace{1cm} (7)

The development of the time-delay value was selected in such form to involve both fluent changes and sudden steps. The reference trajectory was set with respect to the fact that the method of time-delay identification needs to measure varying changes to properly determine the system state.

The predictive controller GPC had its weighting parameters set to focus more on the precision of the output signal in ratio of 1:2.

Figure 4 contains results of individual approaches aiming to provide information about the development of time-delay value represented by the black dotted line. The first signal uses the method proposed in the article identifying the delay with the accuracy on tenths of a second. The algorithm is able to closely follow the real value with the exception in the interval from 220 s to 240 s where the output signal remains constant. Therefore, the delay cannot be determined and maintains the last known value of 3.8 sampling period.

The second signal is a result of time-delay identification with accuracy to integers. The control precision is decreased in critical areas, where the real system time delay is distant from integral value, for example, from the time of 250 s up to the 300 s.

Figure 5 demonstrates how with the changing value of time delay the control input $u$ is also adapting in order to reach the reference trajectory $y_{ref}$. The controller obtains the estimated time-delay value from the identification algorithm and, based on this value, it changes parameters in control matrices, which are used in calculation of the control input. Therefore, the controller is able to adapt to a change of time delay in the form of fluent change in area 125 s to 175 s, as well as during step changes at 300 s. The relation between the identification and the control works as a mutually complementary mechanism. Change in the control input is eventually followed by a response in the output signal. The time difference in this relation is measured by the identification algorithm which provides the controller with proper data. The less precise the initial estimate of the controller is, the more significant the control input is required leading to a greater accuracy in the time-delay estimation and in the overall control as a result.

The third signal is a constant value of time delay over the entire control process selected experimentally to avoid risks of instability in areas with large differences from the estimate, for example, at the start of the process and from 175 s to 225 s.

Figure 6 shows the variant in which the control system is adapting to the time delay, which is being identified with accuracy of integers. The control precision has decreased in...
critical areas, where the real system time delay is distant from integral value, for example, around 250 s.

Figure 7 illustrates the situation when the estimated time delay is represented by a constant value. The precision is heavily affected by the current distance between the real value and the constant. The negative effects are mainly visible at times of step response, but during the fluent change it is easier for the controller to adapt.

From Table 1 it is apparent that the designed combination of identification and control provides a significant improvement in the quality of systems that change the value of time delay during the control procedure.

### 4. Conclusion

The article describes new procedures for adaptive control of systems with variable time delay. The control structure is based on mutually cooperating algorithms fulfilling the function of time-delay identification on one hand and system output regulation on the other.

Time-delay identification is performed based on the knowledge of dynamical parameters of the controlled system, when the section of data measured in the past is compared to estimation of output development for a range of possible time-delay values. The accuracy of this approach is expanded by incorporating system model parameters with decreased sampling period and therefore it is able to operate with a greater accuracy than just individual lengths of the original sampling period.

The control procedure is founded on the traditional concept of GPC, which is extended with a function to predict behaviour of the system, where the time delay is a fractional multiple of the sampling time. Parameters, defining the system dynamic, are altered by modified Z-transform, which provides information about the system state outside of the original sampling area. Prediction matrices and output estimation are changed based on these parameters, in order to provide output predictions for systems with fractional time delay.

Functionality of the design was verified by simulations. The time-delay identification mechanism has managed to determine the size of the real time delay with a great accuracy and quickly react to its changes. The control algorithm with matrices modifiable by system model with a fractional time delay has succeeded to adequately adapt to varying conditions. The overall combination of these methods creates a chance of precise control mainly for systems with risk of unpredictable variations in the time-delay value during the control procedure.

Despite the presented functionality the described approach contains several possible directions of further improvement. One of them is the robustness of the identification procedure that would decrease its sensitivity to inaccuracies in estimated system parameters. Another option could be incorporating an identification of system parameters that were to this point considered known and constant.
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