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In swap trailer transportation routing problems, trucks and trailers conduct swap operations at special positions called trailer points. The parallelization of stevedoring and transportation can be achieved by means of these trailer points. This logistics organization mode can be more effective than the others. In this paper, an integer programming model with capacity and time-window constraints was established. A repairing strategy is embedded in the genetic algorithm (GA) to solve the model. The repairing strategy is executed after the crossover and mutation operation to eliminate the illegal routes. Furthermore, a parameter self-adaptive adjustment policy is designed to improve the convergence. Then numerical experiments are implemented based on the generated datasets; the performance and robustness of the algorithm parameter self-adaptive adjustment policy are discussed. Finally, the results show that the improved algorithm performs better than elementary GA.

1. Introduction

Swap trailer transportation is a logistics organization mode that uses the container as a carrier, assembling the goods in the container unit and using trucks pulling trailers with cargo containers to fulfill stevedoring and transportation functions. When compared to traditional transportation modes, container swap trailer transportation not only achieves the parallelization of stevedoring and transportation procedures, but also improves the efficiency of transportation, increases the utility rate of containers, and decreases transportation costs. Container transportation is widely used in large-scale harbor transportation, food logistics, and other bulk cargo logistics. The large harbor is an important hub that connects various transportation modes with container distribution centers. Cargo containers are transported to the container terminal by shipping from around the world. If the container cannot be evacuated in time, containers will accumulate at the terminal. This will not only affect the efficiency of the container terminal, but will also generate additional container-management fees and rental costs. Container swap trailer transportation could be a method to solve the vehicle-routing problem related to the container cargo evacuation issue.

Swap trailer transportation is a research branch of the truck and trailer routing problem (TTRP) that is receiving increasing attention. Drezel [1] considered the vehicle-routing problem with trailers and transshipments with multiple synchronization constraints, such as the time window, along with spacial and loading aspects. Scheuerer [2], Lin et al. [3], and Villegas et al. [4, 5] used different heuristic algorithms (i.e., simulated annealing, tabu search, greedy randomized adaptive search procedures); to solve the general truck and trailer routing problem, Cuda et al. [6] classified the VRP and TTRPs from a two-echelon routing problem standpoint.

With further research, more constraints (e.g., time window, capacity, and stochastic demands) have been introduced into the TTRP. Lin et al. [7] solved the truck and trailer routing problem with time windows by simulated annealing algorithm. Derigs et al. [8] considered the truck and trailer routing problem with a time window under different constraints, considering whether the load transfer exists or not. Mirmohammadsadeghi and Ahmed [9] used the memetic algorithm to solve the truck and trailer routing problem with time window constraints under the condition of stochastic demand. Batsyn and Ponomarenko [10] discussed a site-dependent heterogeneous fleet truck and trailer routing
problem, treating soft and hard time windows separately, based on the sequential greedy insertion algorithm. Torres et al. [11] proposed a model based on the soft computing method to solve the TTRP, under which a decision-maker may be permitted to violate some constraints. Some scholars have introduced the organization mode of container transportation to the TTRP problem. Nishimura et al. [12] proposed a dynamic routing method to solve the task assignment problem by single or multiple trailers in a maritime container terminal. Vidović et al. [13] studied a routing problem for trucks with containers of different capacities in the process of distribution and collection. The truck and trailer routing problem has recently been applied in real life. Gracia et al. [14] and Dooley et al. [15] used the truck and trailer routing problem to solve a biomass transportation problem and a problem of collection of different types of milk. Li et al. [16] introduced a two-echelon time-constrained vehicle-routing problem in line haul-delivery systems considering carbon dioxide emissions. Regnier-Coudert et al. [17] studied a vehicle-routing problem with time windows, heterogeneous vehicles, and multiple types of jobs and then solved the problem based on the real-world datasets.

To summarize, a review of the literature shows that the truck and trailer routing problem is attracting increasing attention. Except for the TTRP, little literature addresses the swap trailer problem. It is worth highlighting that trucks and trailers can separate and recombine in the swap trailer problem. We intend to use the transportation mode by which trucks pull a single trailer to solve the cargo evacuation, which occurs in container terminals, and to study the container swap trailer transportation routing problem with the goal of maximum profit while satisfying capacity and time-window constraints.

In some classical TTRPs, the solutions are always distinguished as three different types of routes, like Lin et al. [7] and Derigs et al. [8]. In the former paper, an open TTRP with time windows was proposed, and a type of the vehicle customer nodes which were called parking places played the role of trailer points. In the latter’s paper, truck and trailer routing problem with splitting demand was studied, a load transfer between the different types of customer nodes was considered, and the separation between trucks and trailers was prohibited.

However, in this paper the distribution network is represented as the set of Hamiltonian circuits. The trailer points are considered as a type of nodes which are independent of vehicle customer nodes and the demand is forbidden splitting. Moreover, the separation and recombination between the trucks and trailers are carried out at the trailer points. Therefore, the swap trailer problem can be considered as a different variant of the above-mentioned TTRP.

The remainder of this paper is organized as follows: Section 2 explicitly describes the problem and presents an integer programming formulation model. In Section 3, a genetic algorithm with a parameter self-adaptive adjustment policy is proposed to solve the model. And a repairing strategy was designed to correct the illegal routes. Three types of numerical experiments are implemented on our generated datasets in Section 4. In the next section, some discussions on the performance, convergence, and robustness of algorithm based on the experimental results are given. Conclusions are drawn and future research directions are discussed in Section 6.

2. Problem Description and Mathematical Model

2.1. Problem Description. In this paper, we establish a distribution network composed of different nodes and joint arcs. There are three types of nodes: a container terminal, several trailer points, and customer nodes. The container terminal plays the role of the depot in the TTRP. The trailer points are defined as the specific locations where trucks and trailers can conduct swap operations (i.e., separation, recombination, and switch operations). Customer nodes are divided into two subsets. The first consists of the vehicle customer nodes that can be visited by a truck pulling a trailer. The second subset consists of the truck customer nodes that can only be visited by an individual truck.

Tours of vehicles, which are composed of many joint arcs, are classified under three types of routes in the distribution network: pure vehicle routes (PVRs), pure truck routes (PTRs), and complete vehicle routes (CVRs). A PVR represents a circuit that only includes a container terminal and vehicle customer nodes. A PTR denotes a circuit containing a container terminal, trailer points, and truck customer nodes. A CVR is a circuit consisting of all types of nodes. The distribution network is illustrated in Figure 1.

In this distribution network, some containers with goods are stored in the container terminal, and the goods should be transported to the corresponding customer nodes. Therefore, a simplified description of the container swap trailer transportation routing problem is as follows: a truck departs from the container terminal by pulling a container trailer, fulfills the demands of all customer nodes through choosing the appropriate routes, and finally returns to the original terminal. To improve the transportation efficiency, swap operations may be implemented at trailer points. The objective of the problem is to maximize profits by satisfying some constraints, such as those of time window and capacity. Here, it is assumed that

1) a truck is only allowed to pull one trailer;
(2) both trucks and trailers have a certain capacity, but capacity exchanging between them is prohibited;

(3) swap operations can only be carried out at the container terminal and trailer points.

2.2. The Model of the Problem. In this paper, we define a directed graph $V(N,E)$ to represent the distribution network. $N = \{0\} \cup S \cup VC \cup TC$ is the node set, where node 0 represents the container terminal; $S = \{1,2,3,\ldots,m\}$ is the set of trailer nodes; $VC = \{m+1, m+2, m+3, \ldots, m+n_1\}$ is the set of vehicle customer nodes; and $TC = \{m+n_1 +1, m+n_1 +2, m+n_1 +3, \ldots, m+n_1 +n_2\}$ is the set of truck customer nodes. $E = \{(i,j) | \exists i,j \in N, i \neq j\}$ is the arc set.

(i) The Variables of Vehicles. Let $K = \{1,2,3,\ldots,k\}$ represent the set of trucks and $L = \{1,2,3,\ldots,l\}$ the set of trailers, where the maximum quantities of trucks and trailers are $|K|$ and $|L|$, respectively. Each truck $k \in K$ has its own capacity $Q_k$. Similarly, each trailer $l \in L$ has its own capacity $Q_l. w_i$ is the reward of customer node $i$. $c_{ijk}$ is the travel cost of truck $k$ through node $i$ to node $j$, and $c_{ijl}$ is the travel cost of trailer $l$ through node $i$ to node $j$.

(ii) The Variables of Time-Window Constraints. Let $t_{ij}$ be the travel time on the arc $(i,j)$, $at_i$ the arrival time of vehicles arriving at node $i$, and $st_i$ the service time. Customer node $j$ is associated with the time window $[e_j, r_j]$ that specifies that vehicles should visit the node $j$ between time $e_j$ and time $r_j$.

(iii) The Variables of Capacity Constraints. Let $d^+_j$ be the sum of cumulative demands of the routes before vehicles visit node $j$, and $d^-_j$ be the sum of cumulative demands of the routes after vehicles visit node $j$.

(iv) The Variables of Decision. $x_{ijk}$ is used to indicate whether truck $k$ visits node $j$ after node $i$. If $x_{ijk} = 1$, truck $k$ visits node $j$ after node $i$; otherwise, it does not. Similarly, if $y_{ijl} = 1$, trailer $l$ visits node $j$ after node $i$, and otherwise it does not. If $h_{kl} = 1$, truck $k$ pulls trailer $l$, and otherwise it does not. $z_j$ denotes whether the demand of node $j$ is satisfied. If $z_j = 1$, the demand of node $j$ is satisfied; otherwise, it is not satisfied.

2.3. Objective Function. The objective function consists of three parts. First is the sum of rewards after achieving all the demands of customer nodes. The second part is the total travel costs of all trucks, and the last part is the total travel costs of all trailers. The objective function is written as

$$\begin{align*}
\sum_{j \in VC \cup TC} z_j w_j - & \sum_{j \in TC \cup VC} \sum_{i \in N} \sum_{k \in K} c_{ijk} x_{ijk} \\
& - \sum_{i \in L} \sum_{k \in K} \sum_{l \in (N-TC)} \sum_{j \in (N-TC)} c_{ijl} y_{ijl} h_{kl}.
\end{align*}$$

(1)

2.4. Constraints

(i) Depot Constraint. The depot constraint requires that vehicles start from the container terminal or trailer points and return to the original terminal or corresponding trailer points after fulfilling their tasks. That is,

$$\begin{align*}
\sum_{k \in K} \sum_{j \in N} x_{ijk} &= |K|, \\
\sum_{l \in L} \sum_{j \in (N-TC)} y_{ijl} &= |L|.
\end{align*}$$

(ii) Unique Accessibility Constraint. This requires that each customer node can be visited by a truck or a truck pulling a trailer only once at most:

$$\begin{align*}
\sum_{k \in K} \sum_{j \in VC \cup TC} x_{ijk} &\leq 1, \\
\sum_{l \in L} \sum_{j \in VC} y_{ijl} &\leq 1.
\end{align*}$$

(iii) Capacity Constraint. This constraint requires that the sum of cumulative demands in the routes including node $j$ cannot exceed the sum of trucks and trailers before they visit the node. After vehicles visit node $j$, the sum of cumulative demands in the routes may be greater than the sum of the capacities of trucks and trailers. That is,

$$\begin{align*}
d^+_j &\leq \sum_{i \in N} \sum_{j \in N} x_{ijk} Q_k + \sum_{i \in N} \sum_{j \in (N-TC)} \sum_{l \in L} y_{ijl} h_{kl} Q_l, \\
d^-_j &\geq \sum_{i \in N} \sum_{j \in N} x_{ijk} Q_k + \sum_{i \in N} \sum_{j \in (N-TC)} \sum_{l \in L} y_{ijl} h_{kl} Q_l.
\end{align*}$$

(iv) Time-Window Constraint. This constraint is necessary to ensure that the arrival time of vehicles cannot exceed the interval $[e_j, r_j]$. $T$ is expressed as a large enough integer. That is,

$$\begin{align*}
e_j &\leq at_j \leq r_j, \\
t_{ij} + at_i + st_i - (1 - x_{ijk}) T &\leq at_j.
\end{align*}$$

(v) Secondary Circuit Constraint. We introduce this constraint to eliminate secondary circuits that may occur in the distribution network. $P$ represents the set of nodes that have been visited by a truck or trailer:

$$\begin{align*}
\sum_{i \in P} \sum_{j \in P} x_{ijk} &\leq |P| - 1, \\
\sum_{i \in P} \sum_{j \in P} y_{ijl} &\leq |P| - 1.
\end{align*}$$

(6)
2.5. The Model. The mathematical model is as follows:

\[
\begin{align*}
    \sum_{j \in \text{VC}(\text{TC})} z_{j} w_{j} & - \sum_{j \in \text{VC}(\text{TC})} \sum_{k \in \text{K}} \sum_{i \in \text{N}} \sum_{j \in \text{N}} \xi_{ijk} x_{ij k} \\
    \quad & - \sum_{l \in \text{L}} \sum_{k \in \text{K}} \sum_{i \in \text{N}-(\text{N}-(\text{TC}))} \sum_{j \in \text{N}-(\text{TC})} \xi_{ij l} y_{ij l} h_{kl},
\end{align*}
\]

\[
\text{s.t.} \quad \sum_{k \in \text{K}} \sum_{j \in \text{N}} x_{ijk} = \sum_{k \in \text{K}} \sum_{i \in \text{N}} x_{ijk} \leq |\text{K}|,
\]

\[
\sum_{l \in \text{L}} \sum_{j \in \text{N}-(\text{N}-(\text{TC}))} y_{ij l} = \sum_{l \in \text{L}} \sum_{i \in \text{N}-(\text{N}-(\text{TC}))} y_{ij l} \leq |\text{L}|,
\]

\[
\sum_{k \in \text{K}} \sum_{i \in \text{N}} x_{ijk} \leq 1,
\]

\[
\sum_{l \in \text{L}} y_{ij l} \leq 1,
\]

\[
d_{j}^{s} \leq \sum_{i \in \text{N}} \sum_{j \in \text{N}} x_{ijk} Q_{k} \quad \text{and} \quad \sum_{i \in \text{N}-(\text{N}-(\text{TC}))} \sum_{l \in \text{L}} y_{ij l} h_{kl} Q_{l},
\]

\[
d_{j}^{s} \geq \sum_{i \in \text{N}} \sum_{j \in \text{N}} x_{ijk} Q_{k} + \sum_{i \in \text{N}-(\text{N}-(\text{TC}))} \sum_{l \in \text{L}} y_{ij l} h_{kl} Q_{l},
\]

\[
e_{j} \leq a_{t_{j}} \leq r_{j},
\]

\[
t_{ij} + a_{t_{j}} + s_{t_{j}} \cdot \left(1 - x_{ijk}\right)T \leq a_{t_{j}},
\]

\[
\sum_{i \in \text{P}} \sum_{j \in \text{P}} x_{ijk} \leq |\text{P}| - 1,
\]

\[
\sum_{i \in \text{P}} \sum_{j \in \text{P}} y_{ij l} \leq |\text{P}| - 1,
\]

\[
x_{ijk}, y_{ij l}, h_{kl}, z_{j} \in \{0, 1\}.
\]

3. The Genetic Algorithm

The genetic algorithm is a global optimization algorithm. It refers to the rule of “survival of the fittest,” from biological evolution, to solve the combinatorial optimization problem. McWilliams et al. [18] proposed a genetic algorithm to solve the schedule problem of an inbound trailer to unload at docks at central parcel consolidation terminals, and the results exceeded those of the random approach. Chen et al. [19] came up with a mix-cross operation to realize the loading and unloading operations simultaneously on quay cranes and solved the model of TTRP through a bilevel genetic algorithm. The results showed that the travel distance of yard trailers decreased to a large extent. Because of its parallel property, higher retrieval efficiency, and good robustness, we adopt the genetic algorithm to solve the container swap trailer transportation routing problem in this paper. To improve the convergence speed of the genetic algorithm, introducing a parameter self-adaptive policy is an effective method [20, 21]. Therefore, a parameter self-adaptive adjustment policy was introduced in Section 3.3.

3.1. Chromosome Encoding. In each chromosome, the serial number of the genes and the serial number of the trucks have a one-to-one correspondence. We introduce structures to express the genes. The structure is composed of a sequence of nodes. The natural numbers are used to encode all the nodes in the network. Figure 2 is an illustration of the chromosome.

In the example, there are five trucks, and we assign a trailer to each truck. The chromosome is composed of five genes. The first gene is composed of the permutation of natural numbers (0, 2, 3, 1, 11, 12, 10), where number 0 is the container terminal, number 1 is the trailer point, numbers 2 and 3 represent the truck customer nodes, and numbers 11 and 12 represent the vehicle customer nodes. Therefore, the route is in accord with the definition of CVR, which can be described as follows: The number one truck departs from the container terminal with a trailer. Then the truck drops off the trailer at the trailer point (number 1), and it will visit the truck customer nodes on its own. After visiting these customer nodes, the truck will return to the trailer point (number 1), and it will visit the rest of vehicle customer nodes together. Finally, they will return to the container terminal.

3.2. The Generation Process of the Initial Solution. Here we explain the main idea of the generation process. First, we randomly construct an initial route composed of all the customer nodes. Then, customer nodes are clustered to trucks, and trailer points are inserted if truck customer nodes exist in the routes. Finally, the container terminal is connected to the routes to complete the circuits. The explicit process is described as follows.

Step 1 (generate an initial route). A permutation of all customer nodes is performed randomly. The initial sequence is called OriginRoute.

Step 2 (assign the OriginRoute and cluster the customer nodes to trucks). Divide OriginRoute randomly into N subroutes and assign them to the N trucks. If there are only vehicle customer nodes in the subroutes, go to step 4 and conduct the PVR; otherwise, go to step 3.
Step 3 (insert the trailer points into the subroutes). If there are only truck customer nodes, we can choose a trailer point and insert it into the origin and end of the subroutes to get the PTR. If there is a mixture of vehicle and truck customer nodes, a trailer point will be selected stochastically. Regarding the sequence of successive truck customer nodes, insert the trailer point into the origin and end of each sequence. As for individual truck customer nodes between two vehicle customer nodes, insert the same trailer point into the front and back of the truck customer node. In this way, the CVR can be conducted.

Step 4 (conduct the complete subroutes). Insert the container terminal into the origin and end of each respective subroute. Therefore, The N complete subroutes can be regarded as an initial solution of the problem.

3.3. Genetic Algorithm Procedure. In this paper, the initial solution may be a local optimum, and sometimes it may be an infeasible result because of the constraints. To improve the efficiency of the programming operation, we apply the crossover and mutation operations to the OriginRoute to exchange the structure of routes, helping us jump out of the local optimum and get a global optimal solution as often as possible. The steps of the genetic algorithm are as follows.

Step 1. Repeat execution of the generation process of the initial solution POPSIZET times, and form the original population. Let POP(t) represent the population and initialize $t = 1$.

Step 2. According to the objective of the model, we can calculate the function value of each chromosome in the t-generation population POP(t).

Step 3. $f_{\text{fitness}} = F$ is the fitness function of the algorithm; this is used to calculate the fitness value of each chromosome.

Step 4 (selection operation). Based on the fitness value, the roulette method is used for searching POPSIZE chromosomes from the t-generation population POP(t) and generating the population composed of the chromosomes with high fitness values.

Step 5 (crossover operation). The two-point crossover operation is carried out in the OriginRoute of the population in pairs. First, select two intersection positions randomly in the two adjacent chromosomes that are about to be crossed. Second, exchange the middle part of chromosomes between the two intersection positions. The details of the process are as follows: Add the middle part of the second chromosome to the forepart of the first chromosome, and add the middle part of the first chromosome to the forepart of the second chromosome. Delete repeated nodes in the two chromosomes.

Step 6 (mutation operation). First, a mutation rate $Pm \ (0 < Pm < 1)$ is given. Then, two customer nodes are randomly selected in each OriginRoute, and the positions of the two nodes are exchanged. Finally, the new OriginRoute of the population is generated after mutation.

Step 7 (the repairing strategy). Let the new OriginRoute carry out steps 3 and 4 of the generation process of the initial solution, and the offspring population is generated.

Step 8. Administer a constraint test to the chromosomes in the population POP(t), mainly considering the time-window and capacity constraints. If a chromosome cannot pass the test, a penalty factor will be subtracted from the value of the objective function. This operation decreases the value of the fitness function so that chromosomes that cannot satisfy the constraints will be removed in the selection operation.

Step 9 (update operation). First, arrange the offspring population by the value of fitness function in descending order, and choose the front $SonNum$ chromosomes. Then, arrange the parent population in ascending order of the value of the fitness and choose the back $FatherNum$ chromosomes. Recombine these two sets of chromosomes as the new-generation population $POP(t+1)$.

Step 10 (parameter self-adaptive adjustment policy). The adjustment formulas for crossover rate, mutation rate, and update number are shown as follows:

\[
P_{\text{Cross}} = \begin{cases} \frac{f_{\text{avg}}}{f_{\max}} & \text{if } f_{\max} \leq \text{MAX}, \\ P_{\text{Cross}}_0 \cdot \frac{f_{\min}}{f_{\max}} & \text{if } f_{\max} > \text{MAX}, \end{cases}\\
\]

\[
P_{\text{Mutation}} = \begin{cases} 1 - \frac{f_{\text{avg}}}{f_{\max}} & \text{if } f_{\max} \leq \text{MAX}, \\ P_{\text{Mutation}}_0 \cdot \left(1 - \frac{f_{\min}}{f_{\max}}\right) & \text{if } f_{\max} > \text{MAX}, \end{cases} \tag{8}
\]

**UpdateNumber**

\[
\begin{cases} \text{Update}_0 & \text{if } f_{\max} \leq \text{MAX}, \\ \text{Update}_0 - \text{POPSIZE} \cdot \left(1 - \frac{f_{\min}}{f_{\max}}\right) & \text{if } f_{\max} > \text{MAX}. \end{cases}
\]

$P_{\text{Cross}}$, $P_{\text{Mutation}}$, and $\text{UpdateNumber}$ represent the crossover rate, mutation rate, and update number in the current iteration. $P_{\text{Cross}}_0$, $P_{\text{Mutation}}_0$, and $\text{Update}_0$ represent the original crossover rate and mutation rate, respectively. $f_{\text{avg}}$, $f_{\max}$, and $f_{\min}$ are the average, maximum, and minimum of the objective function value until the current iteration. MAX is the maximum of the objective function values until the current iteration.

Step 11 (judgment of termination criteria). If the number of iterations has reached the maximum, or if the current solution has remained unchanged for $M$ generations, output the current chromosome as the optimal solution. If not, let $t = t + 1$ and repeat steps 2–10.

4. Numerical Experiments and Computational Results

To verify the performance and effectiveness of the algorithm, we designed a series of numerical experiments based on
the Solomon Benchmark dataset. The genetic algorithm was coded in Matlab and the experiments were run on a computer with an Intel Xeon running at 3.2 GHz under Windows 7 Enterprise Edition (64 bits) with 4 GB of RAM.

4.1. Experimental Datasets. To test the algorithm, we made some adjustments to the Solomon Benchmark dataset. To generate the dataset, we let the first node represent the container terminal; the second to the fourth nodes represented the trailer points. The fifth to the 50th nodes denoted the vehicle customer nodes, and the rest of the nodes denoted the truck customer nodes. Also, we added a column of data to indicate the income of customer nodes in every set. We assumed that the income of each customer node was 1,000 and that the incomes of the other nodes were zero.

There are six types of datasets (C1, C2, R1, R2, RC1, and RC2) in the Solomon Benchmark dataset. The coordinates of nodes in sets C1 and C2 present the cluster distribution characteristics, while those of nodes in sets R1 and R2 are randomly distributed. The coordinates of nodes in sets RC1 and RC2 are a mixture of random and cluster distributions. In addition, sets R1, C1, and RC1 have a short scheduling horizon, while sets R2, C2, and RC2 have a long scheduling horizon.

Based on this, we introduced five trucks and five trailers to the distribution network. We defined the capacity of each truck and each trailer to be 200. Each truck had a speed of 60 km/h and a unit travel cost of 10. The unit travel time of each trailer was 5.

4.2. Numerical Experiments. In this section, three types of experiments were implemented. First, the validity of the basic genetic algorithm (GA) was tested on the above-mentioned datasets. Second, the sensitivity of parameters (e.g., crossover rate, mutation rate, and update number) was examined, the effect on the experimental results was analyzed. Finally, the effectiveness tests of the genetic algorithm with parameter self-adaptive policy (AGA) and the parameter sensitivity tests of the AGA were conducted on the combination of crossover rates and mutation rates. Based on this, the original parameters of the genetic algorithm were set in Table 1.

In the first type of experiments, the first group of each set was chosen. The genetic algorithm was carried out 20 times for each group of datasets. Figure 3 shows the changes of optimal results with the run of the genetic algorithm; it can be concluded that the optimal solution had reached convergence when the iteration was up to around 1,300. And the experimental results of the six types of datasets are shown in Table 2.

In Table 2, the gap shows the robustness of the optimal results and the convergence of different types of datasets. It can be seen that C2 has a narrower gap than C1. Conversely, dataset R1 has a narrower gap than dataset R2. Moreover, the robustness of RC2 is better than that of RC1. In conclusion, the genetic algorithm's robustness varied by the type of dataset.

In the second type of experiments, the crossover rate was set to 0.5, 0.6, 0.7, 0.8, and 0.9 in turn, and the mutation rate was 0.1, 0.2, 0.3, 0.4, and 0.5 when the update number was set to 10. We carried out 25 groups of experiments, one for each combination of the two parameters, and the experiments for each set were implemented 20 times. The results are as follows.

(1) Results of Dataset C1. See Figure 4.
(2) Results of Dataset C2. See Figure 5.
(3) Results of Dataset R1. See Figure 6.
(4) Results of Dataset R2. See Figure 7.
(5) The Results of Dataset RC1. See Figure 8.
(6) Results of Dataset RC2. See Figure 9.

From Figure 4, it can be concluded that the values of the optimal results increase with the crossover rate, and the effect of varied mutation rates is not evident in the optimal results. Regarding convergence, the effect of varied crossover rates is not evident, but the values represent a redundant trend with varied mutation rates. From Figure 5, the values of optimal results are increasing with increasing crossover rates. The effect of varied mutation rates is not evident in optimal results, but when the mutation rate was 0.1, the values were higher. As for convergence, the values represent an
Table 2: Experimental results of the six datasets.

<table>
<thead>
<tr>
<th>Dataset Type</th>
<th>Optimal results</th>
<th>Convergence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Best</td>
<td>Avg</td>
</tr>
<tr>
<td>C1</td>
<td>75,007.5</td>
<td>71,632.6</td>
</tr>
<tr>
<td>C2</td>
<td>71,115.8</td>
<td>67,283.1</td>
</tr>
<tr>
<td>R1</td>
<td>67,390.6</td>
<td>64,601.1</td>
</tr>
<tr>
<td>R2</td>
<td>68,634.1</td>
<td>63,538.6</td>
</tr>
<tr>
<td>RC1</td>
<td>64,742.0</td>
<td>60,828.9</td>
</tr>
<tr>
<td>RC2</td>
<td>64,558.2</td>
<td>62,007.2</td>
</tr>
</tbody>
</table>

Parameter sensitivity -C1

(a) Optimal results

(b) Convergence

Figure 4: Results of dataset C1 under different crossover rates and mutation rates.

Parameter sensitivity -C2

(a) Optimal results

(b) Convergence

Figure 5: Results of dataset C2 under different crossover rates and mutation rates.

Parameter sensitivity -R1

(a) Optimal results

(b) Convergence

Figure 6: Results of dataset R1 under different crossover rates and mutation rates.
increasing trend with varied crossover rates, but the changes of values with varied crossover rates are shocked. It can be concluded from Figure 6 that the value of the optimal results is increasing, while the convergence algebra first increases and then decreases with the increase of the crossover rate. Also, the variation of the mutation rate has no significant effect on the optimal results and convergence. Similarly, it can be seen that the variation of the mutation rate has no evident effect on the optimal results and convergence in Figure 7. As for the crossover rate, the values of the optimal results keep increasing; however, the values for convergence fluctuate.

For dataset RC1, it can be concluded from Figure 8 that the values of the optimal results increase with the increase of the crossover rate, while the change of the mutation rate shows a fluctuating trend. In addition, the influence of the crossover rate and mutation rate on convergence is not obvious. From Figure 9, the optimal results are increasing with the increase of the crossover rate, but the values for convergence do not change significantly. The variation of the mutation rate has no obvious effect on the optimal results and convergence.

In addition, to analyze the influence of the update number on the experimental results, the crossover and mutation rates
were given to be 0.9 and 0.1, respectively, and the update number was set to 10, 20, 30, 40, 50, and 60. The algorithm was implemented 20 times on different datasets. The experimental results were shown as Figure 10.

From Figure 10, it can be concluded that the values of the optimal results increased with the increase of the update number for the six types of dataset, and the increasing trend is like a convex function. Conversely, with the increase of
Table 3: Experimental results of the six datasets.

<table>
<thead>
<tr>
<th>Dataset Type</th>
<th>Best</th>
<th>Avg</th>
<th>Worst</th>
<th>Gap</th>
<th>Best</th>
<th>Avg</th>
<th>Worst</th>
<th>Gap</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>78712.7</td>
<td>75973.2</td>
<td>74063.7</td>
<td>0.034</td>
<td>713</td>
<td>1130.9</td>
<td>1473</td>
<td>0.515</td>
</tr>
<tr>
<td>C2</td>
<td>73740.8</td>
<td>70699.0</td>
<td>68710.6</td>
<td>0.041</td>
<td>1207</td>
<td>1113.9</td>
<td>1491</td>
<td>0.19</td>
</tr>
<tr>
<td>R1</td>
<td>71821.0</td>
<td>69357.2</td>
<td>68025.6</td>
<td>0.034</td>
<td>951</td>
<td>1180.6</td>
<td>1294</td>
<td>0.26</td>
</tr>
<tr>
<td>R2</td>
<td>71717.3</td>
<td>69399.2</td>
<td>65993.0</td>
<td>0.032</td>
<td>472</td>
<td>994</td>
<td>1050</td>
<td>0.55</td>
</tr>
<tr>
<td>RC1</td>
<td>78343.2</td>
<td>73995.8</td>
<td>69757.0</td>
<td>0.055</td>
<td>644</td>
<td>1079.1</td>
<td>1374</td>
<td>0.531</td>
</tr>
<tr>
<td>RC2</td>
<td>78062.6</td>
<td>74509.1</td>
<td>72038.7</td>
<td>0.045</td>
<td>520</td>
<td>1205.2</td>
<td>1427</td>
<td>0.635</td>
</tr>
</tbody>
</table>

In the third type of experiments, the convergence curves of the genetic algorithm with parameter self-adaptive method (AGA) and basic genetic algorithm (GA) are given in Figure 11. It is obvious that the AGA had gradually converged when the algorithm reached 500 generations, but the GA had to iterate around 1300 generations. It shows that the AGA is superior to the GA in both the speed of optimization and convergence. And the concrete computational results on the six types of datasets are shown in Table 3.

Then, in order to test the effectiveness of the AGA in different original parameter settings, the $PCross_0$ was set to 0.5, 0.6, 0.7, 0.8, and 0.9, and the $PMutation_0$ was set to 0.1, 0.2, 0.3, 0.4, and 0.5 when the $Update_0$ was set to 50. The experiments for each combination of the two parameters were carried out, and the experiments for each dataset were implemented 10 times. And the computational results were displayed as follows.

(1) **Results of Dataset C1**. See Figure 12.

(2) **Results of Dataset C2**. See Figure 13.

(3) **Results of Dataset R1**. See Figure 14.

(4) **Results of Dataset R2**. See Figure 15.

(5) **Results of Dataset RC1**. See Figure 16.

(6) **Results of Dataset RC2**. See Figure 17.

From the subgraphs (a) of Figures 12–17, it can be concluded that when the $PCross_0$ was set to 0.8 and the $PMutation_0$ was set to 0.4, the objective function value can converge faster than other parameter settings on the dataset C1 and the dataset C2. In the datasets R1, R2, RC1, and RC2, the objective function value performed better when the $PCross_0$ and the $PMutation_0$ were set to be 0.9 and 0.5. As for the computational results of convergence, the changing trend is similar under different parameter settings, although it sometimes shows little fluctuations.

## 5. Discussion

On the basis of the above experimental results, some discussions are given to further study the algorithm in this paper. From the results of the validity experiments, the model could be greatly solved by the genetic algorithm on the different types of datasets. It shows that our proposed algorithm has a certain generalization performance because our datasets are generated from a benchmark datasets. From the results of the parameter sensitivity experiments, the solving and converging speed of the basic genetic algorithm could obtain good effects by setting proper parameters (e.g., crossover rate, the mutation rate, the update number). And owing to the difference of datasets, the best parameters configuration may have divergence on the different types of datasets.
In order to pursue the better performance and convergence, a parameter self-adaptive adjustment policy was designed and embedded in the GA. Based on the above-mentioned best parameter configuration, the parameter self-adaptive adjustment policy is utilized to control the parameters to approach the best effect in the running process of algorithm. In the validity experiments, the AGA has shown its strong convergence and optimization speed. Besides, compared with the gap of optimal results between the AGA and GA in the Tables 2 and 3, it can be concluded that the gaps of optimal results are obviously reduced in the AGA. This indicates that the parameter self-adaptive policy can help us to improve the robustness of the genetic algorithm in this paper.

On the basis of the above, the improvement effect of the AGA on the six types of datasets are further discussed. The average values of optimal results solved by the AGA and the GA on six types of datasets were shown in Figure 18. It indicates that the optimal results and convergence on the six different types of datasets have been improved to some extent. Then, the improvement rates of optimal results and convergence were given in Figure 19. The improvement rates of optimal results and convergence on the datasets C1 and C2 are 8.35% and 7.56%, and 8.35% and 31.9%, respectively. On the datasets R1 and R2, the improvement rates of optimal results and convergence are 11.80% and 26.21%, and 12.46% and 22.11%, respectively. The corresponding values for datasets
Parameter sensitivity of R1

(a) Optimal results

(b) Convergence

Figure 14: Results of dataset R1 under different crossover rates and mutation rates.

Parameter sensitivity of R2

(a) Optimal results

(b) Convergence

Figure 15: Results of dataset R2 under different crossover rates and mutation rates.

RC1 and RC2 are 24.6% and 26.1%, and 26.9% and 28.7%, respectively. Thus, it shows that the improvement effect of AGA in datasets RC1 and RC2 are the best; however, the improvement effect in datasets C1 and C2 is not outstanding. The diverse improvement results may be caused by the difference in the nodes’ position and time window among the datasets.

6. Conclusions

In this paper, we researched the swap trailer transportation routing problem to solve the container terminal cargo evacuation problem. We considered some constraints of customer nodes, especially time-window and capacity constraints. The integer programming model used to solve the problem has been proven effective. The results of numerical experiments and parameter sensitivity experiments illustrate the feasibility of the genetic algorithm and the effects of different parameter configurations on different types of datasets. We conclude that it is difficult to take both the speed and quality of the solution into account under a single invariant parameter configuration. We summarized the best parameter configuration according to the analysis of the basic genetic algorithm. Based on this, we designed the genetic algorithm with parameter self-adaptive method (AGA) that can adjust the crossover rate, mutation rate, and update
This paper merely studied one aspect of the swap trailer transportation problem and may not be comprehensive or perfect. To facilitate the study of the container swap trailer transportation routing problem, we just considered the time-window and capacity constraints. There is a certain gap to bridge before achieving the solution of a more real and specific problem. More complicated problems and constraints must be discussed in real situations; for example, the demand of the customer node may be uncertain, priority relations may exist between the customer nodes, and the congestion situation in the travel process may influence the travel time and the time-window constraints. In addition, there may be multiple routes in the swap trailer transportation routing problem, and it is necessary to consider routes according to the characteristics of different application scenarios. Therefore, our future work will consider more specific and practical problems, and we will expand the model we established in this paper to solve other feasible problems in different scenarios.
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