The Sensitivity of a Water Distribution System to Regional State Parameter Variations
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The sensitivity of a pressurised water distribution system (WDS) to state parameter variations is studied. A novel local regional sensitivity analysis (LRSA) approach is introduced which applies the same change to a collection of parameters, called a region. For example, sensitivity to suburbs can be studied. General analytical (using algebraic methods) results are derived. They show how sensible conclusions arise from LRSA and state this dependence of the WDS on regions for the first time. For most cases, the WDS is 1.852–2 times more sensitive to pipe roughness coefficients than to pipe lengths. In most cases, when certain pipes do not have minor losses, the WDS is 4.871–5.333 times more sensitive to pipe diameters than to pipe lengths. Hence, the WDS is the most sensitive to pipe diameters, medium sensitive to pipe roughness coefficients, and least sensitive to pipe lengths. For most cases, when all reservoir and tank elevations (and heads) remain the same, changes of other elevations do not change flow rates and change the pressures in a simple additive way. In most cases, when all the reservoir water surface elevations are changed together, the flow rates remain unchanged, and the pressures change in a simple additive way.

1. Introduction

The study of sensitivity analysis [1, 2], employed here, is concerned with the following:

(1) Forward use: how much the outputs depend on each or some of the inputs.

(2) Inverse use: how uncertainty in the outputs can be apportioned to different sources of uncertainty in the inputs.

Sensitivity analysis may be performed for a variety of reasons, including exploration of model response to specific inputs (a forward use) or identification of key model inputs (an inverse use). The former can be useful for verification or validation of the model [3] and the latter for the calibration of the model [4, Section 14.7].

A pressurised water distribution system (WDS) depends on various state parameters (i.e., “inputs”, e.g., pipe lengths) that are characteristics of the infrastructure and water status [5–7]. Numerical models then predict the water hydraulic variables (i.e., “outputs”, e.g., flow rates and pressures) from the state parameters (water quality properties are not considered here). For the objective of a particular sensitivity study, there is typically interest in a particular hydraulic water property, or a combination of such properties, called the indicator (or index) function [8–13]. For example, the minimum pressure in the system [14, p. 131], or the average pressure in the entire system, might be of interest. The sensitivity analysis answers the question: What is the sensitivity of an indicator function to change in the parameters that it depends on?

Various sensitivity analysis methods exist: some are more mathematical and others more statistical, in nature [1, 3]. Statistical methods typically approach the subject by assuming that parameters are distributed according to a probability density function. There are numerous applications to the WDS, as recently reviewed [15]. Common methods used in WDS applications include Monte Carlo [16, 17] and an accompanying approximation called first-order second moment (FOSM) [8, 16], which uses the sensitivity-matrix evaluated at the mean of the distribution. Fuzzy sets, as recently reviewed [18], have also been used for WDS applications.

The following mathematical methods exist: nominal range sensitivity analysis (NRSA) [3] (also known as “local sensitivity analysis”, “threshold analysis”, “one-at-a-time”, or
Numerical sensitivity calculations have been performed for two networks [21], using the LRSA techniques in Section 3.2. In this paper, several results are derived, which are of a general nature. The results explicitly state the dependence of a WDS on state parameter regions for the first time. The results also serve as consistency checks with the current body of knowledge to show how sensible results arise from LRSA. One motivation for using these results as consistency checks is that they do not depend on a linearization approximation.

The results apply to the standard NRSA and sensitivity-matrix methods as special cases. Hence the results do not require adoption of the LRSA method and stand in their own right. For the NRSA and sensitivity-matrix methods, the results have not been found to be explicitly stated elsewhere.

The paper is organized as follows. LRSA is introduced in Section 2 and then developed in Section 3 for a single state parameter region. The single region results are introduced in Section 4; the pipe parameter scaling laws are stated in Section 5 and the node elevation uncertainty results in Section 6. The multiple state parameter region results are introduced in Section 7, with the generalized pipe parameter scaling laws and node elevation uncertainty results in Sections 8 and 9, respectively. The types of sensitivity analysis covered by LRSA, and how these relate to conventional methods, are described in Section 10; and Section 11 summarizes the conclusions. The Appendix contains single region proofs of results and illustrative examples.

2. Introduction to Local Regional Sensitivity Analysis

A central characteristic of the sensitivity analysis developed below is that the same change is made for all the state parameters in a single set of parameters (either $X$ or $\mathcal{X}$), as is partially implemented in some current network models for demand [4, Section 14.7], [5]. The effect of the change on a single indicator function (composed of all the water flow rates and pressures in a single set of links $\mathcal{L}^b$ and nodes $\mathcal{M}^b$) is then determined mathematically (generalization beyond a “single” set of parameters will be made later in the paper but only serves to complicate matters at this stage). There is hence an association

$$\text{State parameter region, either } \mathcal{X} \text{ or } \mathcal{L}^b,$$

$$\text{variable region } (\mathcal{L}^b, \mathcal{M}^b) \text{.}$$

(1)

The two regions are in general unrelated, and a region does not have to be spatially connected. However, in practical problems $\mathcal{X}$ or $\mathcal{L}$ often represents a connected region in space and similarly for $(\mathcal{L}^b, \mathcal{M}^b)$. For example, $\mathcal{X}$ or $\mathcal{L}$ can represent a suburb inside a WDS, while $(\mathcal{L}^b, \mathcal{M}^b)$ can represent the end-nodes of the entire system, where pressure is often the lowest.

The sensitivity analysis considers two types of continuous state parameter change.

Proportional Change ($X_i \rightarrow rX_i$ for all $i \in \mathcal{X}$). These are appropriate for parameters which can only have one sign,
e.g., pipe length. There are three important characteristics of proportional change:

1. $r$ is dimensionless, so change made to different types of parameters can be compared.

2. The change emphasizes the larger parameter values. For example, if a set of pipe lengths is changed by the same amount $r$, the pipes with the larger lengths are changed more. This is sensible, since the larger length pipes should be more “important” when change due to pipe lengths is considered.

3. The change to the individual parameters can naturally be interpreted as a single property of the collective. For example, if a set of pipe lengths in a connected region is changed by the same amount $r$, the total pipe length of the region is changed by $r$. This means that the collective pipe length of the region is changed in a sensible way.

Additive Change ($Z_i → Z_j + z$ for all $j ∈ X$). These are appropriate for parameters which can have different signs, e.g., elevation. There are two important characteristics of additive change:

1. The change to the parameters is independent of the parameter values. For example, elevations are changed by the same amount $z$. This is sensible, since the absolute size of an elevation is arbitrary, because all elevations refer to a reference elevation (e.g., mean sea level [5, 14]).

2. The change to the individual parameters can naturally be interpreted as a single property of the collective. For example, if a set of elevations in a connected region is changed by the same amount $z$, the elevation of the entire region is changed by $z$. This means that the collective elevation of the region is changed in a sensible way.

All the parameters in a state parameter region are changed together, so that the changes of the parameters are correlated in a specific way. It is proposed that it is sufficient for a parameter region to be changed according to only one of two types of changes: proportional or additive.

### 3. Sensitivity Analysis Formulation: Single Region

#### 3.1. Parameter Variation: Proportional Change

Standard modelling of a WDS requires the construction of a network with internal nodes, and links (or lines) joining the external and internal nodes [5–7] (Figure 1). Water flows at rate $q_l$ through a link, and every internal node has pressure head $p_m$ at the position of the node. Pressure is defined in such a way that atmospheric pressure is zero. The variables

$$q_l \quad l ∈ L^o,$$

$$p_m \quad m ∈ M^o,$$

are obtained as a solution of a numerical model. Here $L^o$ denotes all links and $M^o$ all internal nodes. By convention, flow rates are positive for the base-case solution, and a pressure is usually positive (when a flow rate is negative, reversing the direction of the corresponding link will make it positive). Reservoirs or tanks are by definition external nodes.

The extended-period numerical model contemplated uses standard concepts and terminology [7], as represented by the industry-standard public domain software EPANET 2 [5]. To solve the equations, the state of the system must first be specified by a set of base-case parameters $X_i$ and $Z_j$ [5–7, 22, 23]. The following types of parameters fall in each category:

**Proportional Change Parameters $X_i$:**

(i) Pipe lengths $L$

(ii) Pipe diameters $D$

(iii) Pipe roughness coefficients $C$ (Hazen-Williams), $N$ (Chezy-Manning) or for Darcy-Weisbach

(iv) Minor loss coefficients $K$

(v) Water demand $d$, which usually has the same sign at a specific node (e.g., for customer water supply, $d$ is positive; for a borehole $d$ is negative)

(vi) Pump curve, valve, and emitter (sprinkler) parameters [5]

(vii) Tank diameter $D_T$ (tank shape parameters)

**Additive Change Parameters $Z_j$:**

(i) Elevations

(ii) Reservoir piezometric head (equal to the water surface elevation if the reservoir is under atmospheric pressure) [5]

(iii) Tank: the water surface elevation (this an important parameter relevant to hydraulic analysis), bottom and top water surface elevations of the tank.

The formalism also covers continuous parameters which specify curves (e.g., parameters that specify a pump curve, valve head-loss curve, or tank shape [5]).

The solutions of the equations can formally be denoted as a nonlinear function $f$, such that the solution vector $(q, p) = f(X, Z)$. Inverse sensitivity analysis involves the inversion of $f$, which is usually complicated. However, a meaningful case where inversion is simple is developed in the formalism...
below. Consider the parameter state label set corresponding to all parameters of type \( X_i \). Let \( \mathcal{X} \) be a single subset of the parameter state label set (called a “single region”) and let \( \mathcal{X}^c \) (the complement) be the set containing the remaining elements. Define the proportional change

\[
X_i (r) = r X_i, \quad i \in \mathcal{X},
\]

\[
X_i (r) = X_i, \quad i \in \mathcal{X}^c,
\]

\[
Z_j (r) = Z_j.
\]

Hence a subset of the state parameters is scaled by a common factor \( r \) (e.g., all pipe lengths can be scaled by a common factor, while other parameters are not scaled).

Most of the mathematical formalism that follows before Section 3.3 was previously developed as a first orientation factor, while other parameters are not scaled.

Section 3.3 was previously developed as a first orientation factor, while other parameters are not scaled).

Hence asubset of the state parameters is scaled by a common factor \( r \) (e.g., all pipe lengths can be scaled by a common factor, while other parameters are not scaled).

In order for the procedure to be meaningful, \( \Delta \xi \) must represent a tolerance that is allowable for the WDS. The sensitivity examples in this paper take the average pressure head to have a certain tolerance. They therefore use \( \xi = \langle p \rangle \) from \( (6) \).

Equation (9) is the main result used for the linear approximation. It is only exact for \( r \) very near to 1.

### 3.3. Parameter Variation: Additive Change

Consider the parameter state label set corresponding to all parameters of type \( Z_j \). Let \( \mathcal{X} \) be a single subset of the parameter state label set and let \( \mathcal{X}^c \) (the complement) be the set containing the remaining elements. Define the additive change

\[
X_i (z) = X_i,
\]

\[
Z_j (z) = Z_j + z, \quad j \in \mathcal{X},
\]

\[
Z_j (z) = Z_j, \quad j \in \mathcal{X}^c.
\]

Hence a subset of the state parameters (elevations) is increased by a common factor \( z \).

Compare the additive change in \( (10) \) with the proportional change in \( (3) \). The analysis for additive change is very similar to that of proportional change, and \( (4)–(6) \) are obtained with all references to \( r \) replaced with \( z \), and \( \xi (1) \rightarrow \xi (0) \).

### 3.4. Linearization: Additive Change

The analogue to \( (7) \), for state parameters (elevations) varying around the reference parameters with \( z \) very near to 0, is

\[
\Delta z \equiv z,
\]

\[
|\Delta z| \ll 1,
\]

\[
\Delta \xi \equiv \xi (r) - \xi (1) = \hat{D} \Delta r,
\]

\[
\hat{D} \equiv \xi' (1),
\]

(deriv. w.r.t. \( r \) at \( r = 1 \)),

where the Taylor expansion is utilised. This equation can be used as follows in practical applications. Choose state parameters satisfying \( (3) \) with \( r \) very near to 1. Calculate \( \Delta \xi \) using software, e.g., EPANET 2. Then use \( (7) \) to infer \( \hat{D} \).

Thus as \( r \) varies, a line is traced out in solution space. Consider a function \( g (q, p) \), mapping into a real number. Define an indicator function \( \xi \) as

\[
\xi : \mathbb{R} \rightarrow \mathbb{R} \quad \text{where} \quad \xi (r) = g ( f (X (r), Z (r))).
\]

The inversion of \( f \), which maps a vector into a vector, is often required for the full inverse solution of sensitivity problems. However, these problems will be studied here as an inversion of the much simpler function \( \xi \), which maps a number into a number.

In this work a meaningful choice of \( g \), relevant to model calibration [4, Section 14.5] [8], will be studied as an example. Define the specific instance of \( g \) as \( g_a \) and the specific instance of \( \xi \) as \( \langle p \rangle \), such that

\[
g_a (q, p) \equiv \frac{1}{N (\mathcal{M}^0)} \sum_{m \in \mathcal{M}^0} p_m
\]

\[
\langle p \rangle (r) = \frac{1}{N (\mathcal{M}^0)} \sum_{m \in \mathcal{M}^0} p_m (X (r), Z (r))
\]

\( g_a \) is the average pressure head in the internal nodes. \( N (\mathcal{M}^0) \) is the number of labels in the set \( \mathcal{M}^0 \), i.e., the number of internal nodes.

### 3.2. Linearization: Proportional Change

In the case where some state parameters vary around the base-case parameters with \( r \) very near to 1, it follows that \( \xi (r) \) is very near to \( \xi (1) \). Particularly,

\[
\Delta r \equiv r - 1,
\]

\[
|\Delta r| \ll 1,
\]

\[
\Delta \xi \equiv \xi (r) - \xi (1) = \hat{D} \Delta r,
\]

\[
\hat{D} \equiv \xi' (1),
\]

(deriv. w.r.t. \( r \) at \( r = 1 \)),

where the Taylor expansion is utilised. This equation can be used as follows in practical applications. Choose state parameters satisfying \( (3) \) with \( r \) very near to 1. Calculate \( \Delta \xi \) using software, e.g., EPANET 2. Then use \( (7) \) to infer \( \hat{D} \).

Take the specified uncertainty for \( \xi (r) \) to be

\[
\Delta \xi \quad \Delta \xi \quad \text{positive or negative}.
\]

The deduced uncertainty is (from \( (7) \))

\[
\Delta r = \frac{\Delta \xi}{\hat{D}}.
\]

The procedure for a linear sensitivity study is hence suggested to be as follows. Obtain \( \hat{D} \) for a set of scaling state parameters \( \mathcal{X} \), representing deviations around the base-case parameters. Then use \( (9) \) to obtain \( \Delta r \) for a given value of \( \Delta \xi \). The corresponding value of \( r \) then yields the state parameter uncertainty limits by using \( (3) \).

In order for the procedure to be meaningful, \( \Delta \xi \) must represent a tolerance that is allowable for the WDS. The sensitivity examples in this paper take the average pressure head to have a certain tolerance. They therefore use \( \xi = \langle p \rangle \) from \( (6) \).

Equation (9) is the main result used for the linear approximation. It is only exact for \( r \) very near to 1.
\[
\Delta \xi \equiv \xi(z) - \xi(0) = \vec{D} \Delta z,
\]
\[
\vec{D} \equiv \xi'(0),
\]
(deriv. w.r.t. \(z\) at \(z = 0\)).

The analogue of (9) is
\[
\Delta z = \frac{\Delta \xi}{\vec{D}}
\]
(11)

which is only exact for \(z\) very near to 0. This equation gives the limits of the state parameters (elevations) according to (10). The procedure for a linear sensitivity study is as follows. Obtain \(\vec{D}\) for a set of changing state parameters \(\vec{Z}\), representing deviations around the base-case parameters. Then, given the value \(\Delta \xi\), determine \(\Delta z\) in accordance with (12).

3.5. Generalization of \(g\). The specific instance of \(g\) in (6) is defined in terms of the pressures at all the nodes. More generally, \(g\) can be considered to be defined in terms of a subset \(\mathcal{M}^b\) of the internal nodes \(m\) (at which pressures are calculated, and state parameters [elevations] are specified) and a subset \(\mathcal{Z}^a\) of the links \(l\) (at which flow rates are calculated, and state parameters are specified). Hence, as described in Section 2, there is the association in (1).

3.6. Time Dependence and Tank Diameter Scaling Law. Most of the quantities discussed here are in principle functions of time. For example, demand, flow rate, and pressure are usually functions of time. Although the formalism and the results of this paper apply to both steady-state and extended-period simulations, time dependence is not explicitly indicated.

The proportional or additive change is considered at a specific instant in time (and can be time-dependent) and is hence naturally suited to a state-state simulation. For an extended-period simulation, it is often meaningful to consider proportional or additive change that is independent of time.

Tank water surface level at the next time step \(t + \Delta t\) is derived from the flow in or out of the tank at a specific instant in time \(t\) [14] and is hence a “derived” quantity. It can be shown that the flow in or out of the tank at \(t\) is not dependent on the diameter of the tank \(D_T\), or the shape of the tank, but only on the water surface elevation in the tank [14]. Hence, we have the following.

Result 1 (tank diameter scaling). When only tank diameters are scaled, the change in \(\xi\) can be calculated analytically by noting that the flow rates and pressures remain unchanged. If \(\xi\) is not explicitly dependent on tank diameters, it will remain unchanged, implying that derivatives of \(\xi\) for tank diameter scaling will be zero.

The latter statement implies that \(\vec{D}_{D_T} = 0\). On the other hand, the tank water surface level at the next time step \(t + \Delta t\) will depend on \(D_T\), or the shape of the tank, unless there is no flow from the tank at time \(t\) (i.e., it is in equilibrium or has reached the minimum or maximum level).

4. Introduction to the Results: Single State Parameter Region

It has been emphasized that uncertainty in pipe length, diameter, and roughness coefficient, as well as reservoir/tank surface elevation or head, needs to be taken into account in WDS analysis [18]. This will now be considered.

None of the results in this paper depend on the linearization approximation. However, the practical consequences of pipe property scaling use this approximation (around (16) and (23)).

Although the formalism in Sections 3.1 and 3.2 allows for a proportional change to apply to different types of parameters (e.g., lengths and diameters being scaled together), this possibility will not be explored further in this paper. Proportional changes will be studied for different types of parameters referring to a common set of links \(l\) in \(\mathcal{L}\). For example, scaling of all pipe lengths \(L_j\) by \(r_L\) will be studied, similarly for pipe diameters and roughness coefficients corresponding to the same set of links.

When additive change is studied, the following labels will refer to an elevation:

(i) \(j\): an internal or external node (as in (10));
(ii) \(m\): only an internal node;
(iii) \(\mu\): only an external node.

When results are stated without proof, the proof is in the Appendix. Sections 5 and 6 contain results for the case where there is a single state parameter region.

5. Pipe Parameter Scaling Laws

Assume that the major friction loss in a pipe is described by either the Hazen-Williams (H-W) or Chezy-Manning (C-M) formulae (defined in the Appendix), with \(C\) and \(N\) denoting the respective roughness coefficients. Scale the pipe length, diameter, and roughness coefficient by, respectively, \(r_L\), \(r_D\) and \(r_C\) or \(r_N\) for all links \(\mathcal{L}\). Assume a general indicator function \(\xi\) defined, as discussed in Section 3.5, in terms of flow rates, pressures, and state parameters.

Result 2 (pipe parameter scaling without minor losses). Assume that there are no minor losses in the pipes corresponding to the links \(\mathcal{L}\). Assume that \(\xi\) does not explicitly depend on any pipe length, diameter, or roughness coefficient for a link in \(\mathcal{L}\). Then \(\xi(r_L) = \xi(r_D) = [\xi(r_C) \text{ or } \xi(r_N)]\) if the parameter uncertainties are related by

H-W: \[
\frac{1}{r_D^{1.852}} = r_L = \frac{1}{r_C^{1.871}}
\]

\[
\vec{D}_D = -4.871 \vec{D}_L
\]

\[
\vec{D}_C = -1.852 \vec{D}_L
\]

C-M: \[
\frac{1}{r_D^{1.667}} = r_L = r_N^2
\]
Weisbach (D-W) major friction formula. The Results refer above, the Results have the following practical implications:

Then, assuming the assumptions stated in the Results WDS for a single state parameter region via software from consistent with this tolerance (this can be calculated for the small tolerance

Then, assume the indicator function is known with a very small tolerance \( \Delta \xi \), the change \( \Delta r \) is very small, and the relationships between the \( r \)’s in (13)-(14) in the first Result become, from the Taylor expansion,

\[
\begin{align*}
\text{H-W:} & \quad r_L = \frac{1}{r^2} \Leftrightarrow \bar{r}_L = -1.852 \bar{r}_C, \\
\text{C-M:} & \quad r_L = r^2_N \Leftrightarrow \bar{r}_N = 2 \bar{r}_L.
\end{align*}
\]

There are no corresponding results for the Darcy-Weisbach (D-W) major friction loss formula. The Results refer to the pipes corresponding to the links \( \mathcal{L} \). Assume that \( r_L \) does not explicitly depend on any pipe length or roughness coefficient for a link in \( \mathcal{L} \). Then \( \xi(r_L) = [\xi(r_C) \text{ or } \xi(r_N)] \) if the parameter uncertainties are related by

\[
\begin{align*}
\text{H-W:} & \quad r_L = \frac{1}{r^2} \Leftrightarrow \bar{r}_L = -1.852 \bar{r}_C, \\
\text{C-M:} & \quad r_L = r^2_N \Leftrightarrow \bar{r}_N = 2 \bar{r}_L.
\end{align*}
\]

The relationships between the \( r \)’s in (13)-(14) of the second Result are the same, with reference to \( \Delta r_L \) removed in (16).

The effect of uncertainty in the elevation of nodes that correspond to reservoirs or tanks (external nodes) can be determined via a simple analytical calculation, using the following Result.

\[
\begin{align*}
\text{i) Reservoir water surface elevation (if the reservoir is under atmospheric pressure)} \\
\text{ii) Reservoir piezometric head (if the reservoir is under pressure)} \\
\text{iii) Tank water surface elevation} \\
\text{iv) Tank bottom and top water surface elevation}
\end{align*}
\]

The effect of uncertainty in the elevation of nodes that correspond to reservoirs or tanks (external nodes) can be determined via a simple analytical calculation, using the following Result.

\[
\begin{align*}
\text{Result 5 (external node elevation uncertainty). Consider an additive change for all state parameters corresponding to } \mathcal{M}.
\end{align*}
\]
A change according to (10) means that all flow rates and state parameters remain unchanged, except the following:

\[
\begin{align*}
Z_\mu &\rightarrow Z_\mu + z' & \mu \in \mathcal{M}' \\
p_m &\rightarrow p_m + z' & m \in \mathcal{M}'
\end{align*}
\] (18)

The Result only applies if there are no pressure-dependent components in the WDS.

Examples of applications of the Results in this section to average pressure and tank water surface elevation are given in the Appendix.

A particularly practical application of Result 5 is obtained when the interest is in uncertainty due to reservoir water surface elevation (if the reservoirs are under atmospheric pressure). This can be the same for all reservoirs due to a common water level measurement uncertainty, or when rain or evaporation causes the water levels to change by the same amount. If the tank level evolution is such that the tank water surface elevation never goes below the minimum or maximum for the tank, either before or after the change, the tank bottom and top water surface elevations do not have to be changed (since the water level is then the only parameter on which the WDS depends). This means that Result 5 applies for the same change in reservoir water levels, as long as all tank water levels are changed by the same amount, which is a sensible possibility of considering. Hence only water levels are changed.

7. Introduction to Results: Multiple State Parameter Regions

So far, a common change for a single set of state parameters (corresponding to the region \( \mathcal{X} \) or \( \mathcal{L} \)) was considered. The effect of the change on a single indicator function was determined. Consider a generalization to multiple regions as follows.

Consider the parameter state label set corresponding to all parameters of type \( X_1 \). Let \( \mathcal{X}_k \) be disjoint subsets of the parameter state label set and let \( \mathcal{X}^c \) (the complement) be the set containing the remaining elements. Consider the parameter state label set corresponding to all parameters of type \( Z_j \). Let \( \mathcal{L}_k \) be disjoint subsets of the parameter state label set and let \( \mathcal{L}^c \) be the set containing the remaining elements. Define the change

\[
\begin{align*}
X_i &\rightarrow r_{k_i}X_i & i \in \mathcal{X}_k \\
X_i &\rightarrow X_i & i \in \mathcal{X}^c \\
Z_j &\rightarrow Z_j + z_{k_j} & j \in \mathcal{L}_k \\
Z_j &\rightarrow Z_j & j \in \mathcal{L}^c
\end{align*}
\]

which describes a common proportional change for each of the regions \( \mathcal{X}_k \) (compare (3)) and a common additive change for each of the regions \( \mathcal{L}_k \) (compare (10)). An example of a regional application of proportional change of H-W roughness coefficients can be found in a numerical Monte Carlo and FOSM study (see Table 1 of [16]).

Generalizing to multiple indicator functions will allow inverse sensitivity analysis via studying the LRSA analogue of the sensitivity-matrix. In the case where each \( \mathcal{X}_k \) and \( \mathcal{L}_k \) above refers to a single state parameter, the linearized version of the formalism would just be the sensitivity-matrix method. Although sensitivity-matrix methods are computationally efficient [9], they require a high cost of human effort and time and present difficulty in mathematical formulation and computer program implementation [3]. Therefore, full sensitivity-matrix methods will not be developed further here. Only a single indicator function will be considered, implying that results will only be useful for forward sensitivity analysis.

The results for multiple state parameter regions are generalizations of those for a single state parameter region and are hence stated without proof. Result 1 is identical to what was stated before but is now applied to scaling of multiple groups of tank diameters. Sections 8 and 9 contain further generalized results.

8. Pipe Parameter Scaling Laws

Scale the pipe length, diameter, and roughness coefficient as three multiple region scaling cases, where the regions are the same in each case:

- Length: \( L_i \rightarrow r_{l_k}L_i \quad i \in \mathcal{L}_k \)
- Diameter: \( D_i \rightarrow r_{d_k}D_i \quad i \in \mathcal{L}_k \)
- Roughness: H-W: \( C_i \rightarrow r_{c_k}C_i \quad i \in \mathcal{L}_k \)
- C-M: \( N_i \rightarrow r_{n_k}N_i \quad i \in \mathcal{L}_k \)

Let \( \cup \mathcal{L} \) denote the union of the links in \( \mathcal{L}_k \), i.e., all the links which correspond to pipe parameters that scale. Let \( \{r_k\} \) denote all the scaling factors \( r_1, r_2, \ldots, r_j \).

Result 6 (pipe parameter scaling without minor losses). Assume that there are no minor losses in the pipes corresponding to the links \( \cup \mathcal{L} \). Assume that \( \xi \) does not explicitly depend on any pipe length, diameter, or roughness coefficient for a link in \( \mathcal{L} \). Then \( \xi(\{r_{l_k}\}) = \xi(\{r_{d_k}\}) = [\xi(\{r_{c_k}\})] \) or \( \xi(\{r_{n_k}\}) \) for the three cases in (20)) if the parameter uncertainties are related, for each region \( k \), by

\[
\begin{align*}
\text{H-W:} & \quad \frac{1}{r_{l_k}^{1.852}} = \frac{1}{r_{d_k}^{1.852}}, \\
\text{C-M:} & \quad \frac{1}{r_{l_k}^{1.673}} = \frac{1}{r_{d_k}^{1.673}}
\end{align*}
\] (21)

Result 7 (pipe parameter scaling with minor losses). Assume that there are minor losses in the pipes corresponding to the links \( \cup \mathcal{L} \). Assume that \( \xi \) does not explicitly depend on any pipe length or roughness coefficient for a link in \( \mathcal{L} \). Then \( \xi(\{r_{l_k}\}) = \xi(\{r_{d_k}\}) \) or \( \xi(\{r_{n_k}\}) \) for the “length” and “roughness” cases in (20)) if the parameter uncertainties are related, for each region \( k \), by

\[
\begin{align*}
\text{H-W:} & \quad r_{l_k} = \frac{1}{r_{l_k}^{1.852}}, \\
\text{C-M:} & \quad r_{l_k} = \frac{1}{r_{l_k}^{1.673}}
\end{align*}
\] (22)
In the case where each \( \mathcal{L}_k \) represents only one link and where \( \cup \mathcal{L} \) is all the pipe links, i.e., where all pipe lengths corresponding to all links are scaled by a different amount for each link, the two Results give the most general relationship between the sensitivity of the indicator function to pipe lengths, diameters, and roughness coefficients.

For a very small tolerance \( \Delta \xi \), the change \( \Delta r \) is very small, and (21) of the first Result becomes, from the Taylor expansion,

\[
\begin{align*}
H-W: \quad & -4.871 \Delta r_{Dk} = \Delta r_{Lk} = -1.852 \Delta r_{Ck}, \\
C-M: \quad & -\frac{16}{3} \Delta r_{Dk} = \Delta r_{Lk} = 2 \Delta r_{NK}.
\end{align*}
\]

Equation (22) of the second Result is the same, with reference to \( \Delta r_{Dk} \) removed in (23). The practical implications of (23) are similar to what was discussed in Section 5.

The following practical example elucidates a possible application. Consider a WDS with three suburbs modelled with the H-W major friction formula. The model must be calibrated for two of the suburbs (denoted by \( k = 1, 2 \)). WDS calibration data being used are a pressure and flow meter reading and a measured tank water surface elevation. A suitable combination of the three measurements is chosen to define an indicator function. Assume that the indicator function (calibration data) is known with a small tolerance of 5% and that the model predicts a value for the indicator function outside the measured range (a “calibration error”). Assume that a numerical calculation yields that for suburbs \( k = 1, 2 \) pipe length uncertainties of \( \Delta r_{Lk} = -10\% \), \(-20\% \) are consistent with the tolerance. The pipe lengths are actually known to a higher accuracy in the model. Hence the calibration data do not constrain the lengths. Assume that an estimate yields that pipe roughness coefficients and diameters are known to 8%.

Equation (23) implies that the roughness coefficient uncertainties for suburbs \( k = 1, 2 \) are \( \Delta r_{Ck} = -\Delta r_{Lk}/1.852 = 5\%, 11\% \). Only for the first suburb this implies that the calibration data constrain the roughness coefficients tighter than they are known, so that there is a need to investigate whether the calibration error is due to inaccurate roughness coefficients. If only the second suburb is modelled to have no minor losses, (23) implies that the diameter uncertainty for suburb 2 is \( \Delta r_{DZ} = -\Delta r_{L2}/4.871 = 4\% \). For suburb 2 this implies that the calibration data constrain the diameters tighter than they are known, so that there is a need to investigate whether the calibration error is due to inaccurate diameters.

\section{Analytical Calculation of Node Elevation Uncertainty}

Apply an additive change in such a way that it is the same for all internal node elevations in a region \( \mathcal{M}_k \) and is the same for all elevations (or heads) corresponding to external nodes \( \mathcal{M}' \) (defined in Section 6)

\[
\begin{align*}
Z_m & \rightarrow Z_m + z_k \quad m \in \mathcal{M}_k \\
Z_{\mu} & \rightarrow Z_{\mu} + z' \quad \mu \in \mathcal{M}'
\end{align*}
\]

Let \( \cup \mathcal{M} \) denote the union of the internal nodes in \( \mathcal{M}_k \), i.e., all the internal nodes which correspond to elevations that change.

\section{Result 8 (node elevation uncertainty)}

Consider internal nodes \( m \) in \( \mathcal{M}_k \), for some region \( k \). Let \( \mathcal{M}' \) refer to all the external nodes \( \mu \). An additive change of elevations (or heads) according to (24) means that all flow rates remain unchanged, and all state parameters and pressures remain unchanged, except the following:

\[
\begin{align*}
Z_m & \rightarrow Z_m + z_k \\
p_m & \rightarrow p_m + z' - z_k \quad m \in \mathcal{M}_k \\
p_m & \rightarrow p_m + z' \quad m \in \cup \mathcal{M} \\
Z_{\mu} & \rightarrow Z_{\mu} + z' \quad \mu \in \mathcal{M}'
\end{align*}
\]

The Result only applies if there are no pressure-dependent components in the WDS.

A special application of this Result is obtained when \( z' = 0 \), i.e., when there are no changes for reservoirs and tanks (external nodes). For this application, there is no need for the restriction that all external node elevations (and heads) should change in the same way. In the case where each \( \mathcal{M}_k \) represents only one node, and where \( \cup \mathcal{M} = \mathcal{M}_0 \), i.e., where all elevations corresponding to all internal nodes are changed by a different amount for each node, and there are no changes for reservoirs and tanks, the Result gives the most general sensitivity of the indicator function to internal node elevations.

An example application is now given for the WDS in Figure 1, which is assumed to have no pressure-dependent components. The water surface elevations of the reservoir and tank are assumed to be well known. Assume the six left-most nodes are in an area where it was later determined that the elevation was 3 m lower than that represented in the original model \((k = 1)\). Also, another node should have represented the top of a building, which is 2 m higher than the ground level represented in the original model \((k = 2)\). Then Result 8 implies that in the revised model the pressure head will be 3 m higher at the six left-most nodes and 2 m lower at the node which represents the top of a building.

\section{Types of Sensitivity Analysis Covered by LRSA}

In local regional sensitivity analysis (LRSA) state parameters change in the same way for all parameters defining the region. Different categories of change can be distinguished, with corresponding Results that apply, as shown in Table 1. The changes considered in this paper (19) apply to all these categories. Categories C–E “interpolate” between the most complex (Categories A-B) and least complex (Category F) parameter change commonly considered.
Table 1: Different types of sensitivity analysis ordered from most to least complex.

<table>
<thead>
<tr>
<th>Which state parameters change? p = parameter(s), m = multiple, s = single</th>
<th>Cor</th>
<th>Max</th>
<th>Number of modifications</th>
<th>Results that apply</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>A All p individually</td>
<td>No</td>
<td>1</td>
<td>All</td>
<td>None</td>
<td>m</td>
</tr>
<tr>
<td>B All p of a type individually</td>
<td>No</td>
<td>1</td>
<td>(N_p)</td>
<td>1, 6</td>
<td>m</td>
</tr>
<tr>
<td>C P of a type in m regions</td>
<td>Yes</td>
<td>(&gt;1)</td>
<td>1</td>
<td>7, 8</td>
<td>s</td>
</tr>
<tr>
<td>D All p of a type in a s region</td>
<td>Yes</td>
<td>(&gt;1)</td>
<td>1</td>
<td>5</td>
<td>s</td>
</tr>
<tr>
<td>E P of a type in a region</td>
<td>Yes</td>
<td>(&gt;1)</td>
<td>1</td>
<td>1, 2</td>
<td>s</td>
</tr>
<tr>
<td>F One p individually</td>
<td>No</td>
<td>1</td>
<td>1</td>
<td>3, 4</td>
<td>s</td>
</tr>
</tbody>
</table>

The first column labels the category. The column “Cor” indicates whether state parameters are correlated in a specific way. The column “Max” indicates the maximum number of parameters that change in the same way. The column “Number of modifications” indicates the number of different modifications that are made to parameters, e.g., if there are two parameter regions in which change is made, there are two modifications. \(N_p\) refers to the number of parameters that exist of a specific type. The enclosed boxes under “Results that apply, R” can apply to multiple categories. The column “R” indicates the number of parameter regions.

Table 2: The types of parameters to which the various Results apply.

<table>
<thead>
<tr>
<th>Name</th>
<th>Parameter types that change</th>
<th>s Result</th>
<th>m Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tank scaling</td>
<td>Diameter</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Pipe scaling</td>
<td>Length, diameter, roughness coefficient</td>
<td>2, 3</td>
<td>6, 7</td>
</tr>
<tr>
<td>Elevation change</td>
<td>Any elevation</td>
<td>4, 5</td>
<td>8</td>
</tr>
</tbody>
</table>

s = “single region” and m = “multiple region”.

The formalism for change in a region corresponding to more than one parameter assumed that the parameter change in the region is correlated, in either a proportional (3) or additive (10) way. However, the specific choice of correlation is only a restriction when there is more than one parameter that changes in the same way, i.e., for Categories C–E. These categories are unique to the LRSA developed here. The study of Categories F and A-B changes reduces to conventional methods, respectively, NRSA and (when linearized) the sensitivity-matrix.

As discussed in Section 1, sensitivity analysis can be used forward or in inverse. Although both directions of use can in principle be accommodated in the formalism developed here, only Categories D–F (single state parameter region) have been developed in both directions. Categories A–C (multiple regions) have only been developed for the forward direction, for the reasons explained in Section 7.

11. Conclusions

To study the sensitivity of a WDS with respect to parameters, the sensitivity of some property of the WDS needs to be measured. This property is quantified by the indicator function \(\xi\). The types of parameters to which the various Results apply are summarized in Table 2.

The tank scaling Result states that flow rates and pressures obtained by solving the WDS equations at a specific instant in time are independent of tank diameters. Also, \(\xi\) is usually completely independent of tank diameters, and if not, the dependence can be calculated analytically.

The pipe scaling Results give a relationship between pipe length and pipe roughness coefficient scaling, for two of the three commonly used major friction loss formulae. For most choices of \(\xi\), the WDS is 1.852–2 times more sensitive to roughness coefficients than to lengths. When certain pipes do not have minor losses, there is an additional relationship between pipe length and pipe diameter scaling. For most choices of \(\xi\), the WDS is 4.871–5.333 times more sensitive to pipe diameters than to lengths. The WDS is hence the most sensitive to pipe diameters, medium sensitive to pipe roughness coefficients, and least sensitive to pipe lengths.

The elevation change Results apply to a WDS with no pressure-dependent components (e.g., sprinklers and certain valves) and have two main application areas:

1. When all reservoir and tank elevations (and heads) remain the same, changes of other elevations do not change flow rates and change the pressures in a simple additive way.

2. When all the reservoir water surface elevations are changed together, and the tanks do not reach the bottom or top of their allowed water surface elevation ranges, the flow rates remain unchanged, and the pressures change in a simple additive way.

The dependence of \(\xi\) on elevation can be calculated analytically.

The Results about the sensitivity of the WDS, stated here, are general mathematical (specifically, analytical) results. The Results hence contribute to the theoretical understanding of the nature of a WDS. Because the Results are stated analytically, they can be used for practical engineering, without the need for specialised software. They also provide a cross-check for the veracity of computer-based sensitivity analyses.

The Results state the dependence of the WDS on state parameter regions for the first time. This is made possible by
the novel sensitivity approach, based on regions, developed here.

Future work can apply the approach to breaking a large WDS into suburbs, in order to study a complicated problem incrementally. For example, model calibration can be performed by combining the calibration data to define a suitable $\xi$ for the WDS. Within a suburb, the dependence of $\xi$ (the calibration data) on various state parameter categories can then be determined numerically (for example, dependence on pipe roughness coefficients, water demands, pump parameters, and reservoir water surface elevations). This determines how accurately each category of state parameter needs to be determined within each suburb.

Appendix

Single Region Proofs and Examples

Section 5. The H-W and C-M major friction loss formulæ and the minor loss formulæ (for SI units) are [5, 14]

$$h_{f,HW} = \frac{10.68L_q^{1.852}}{C_l^{852}D_l^{4.871}}$$

$$h_{f,CM} = \frac{10.29N^2L_q^2}{D_l^{16/3}}$$

$$h_{f,M} = K\frac{v^2}{2g} = \frac{8Kq^2}{\pi^2gD_i^4}$$

The H-W pipe head-loss for a pipe on link $l$ is, before the proportional change,

$$h_{HW}(1) = \frac{10.68L_q^{1.852}(1)}{C_l^{852}D_l^{4.871}} + \frac{8Kq_i^2(1)}{\pi^2gD_i^4}$$

where “(1)” indicates the variable before the change. For a link in $\mathcal{L}$ the length scaling yields

$$h_{HW}(r_l) = r_l\frac{10.68L_q^{1.852}(r_l)}{C_l^{852}D_l^{4.871}} + \frac{8Kq_i^2(r_l)}{\pi^2gD_i^4}.$$  \hfill (A.3)

A similar expression is obtained for roughness coefficient scaling. If the relationship between $r_l$ and $r_C$ in (15) holds, $h_{HW}(r_l) = h_{HW}(r_C)$ when $q_i(r_l) = q_i(r_C)$. This means that the same solution $(q(r_l), p(r_l)) = (q(r_C), p(r_C))$ is produced by the two proportional changes (see (4)). This establishes Result 3 for the H-W case. The proof of the C-M case follows a similar argument.

Because the minor friction loss depends on $D_i$, the argument cannot be extended to pipe diameter scaling. However, for the case $K_l = 0$ (no minor loss) this problem disappears, and Result 2 is obtained.

The relationships between $r_{lD}, r_{lD}$ and $r_C$ or $r_N$ in (13)–(15) imply the relationships between $D_{lD}, D_{lD}$ and $D_C$ or $D_N$ by use of the Taylor expansion and (7).

Example of Both Results. Tank water surface elevation: a proportional change in pipe length and roughness coefficient related by (15) (and in addition pipe diameter change, related by (13), if there are no minor losses for pipes corresponding to the links $\mathcal{L}$) gives the same time evolution of the tank water surface elevation.

Section 6. The Results follow for a WDS where the solution of the equations is fully determined by the flow rates $q_i$ for all links $l$ and piezometric heads $H_j$ for all internal and external nodes $j$. In such a WDS pressure head does not need to be specified to obtain a solution and is purely a derived quantity computed from $H_m$ via $p_m = H_m - Z_m$, for all internal nodes $m$. There are no pressure-dependent components which need the pressure to be specified to obtain the solution. The Results follow from the following observations. If $(q_i, H_j)$ is a solution before the change, then one has the following:

(i) For Result 4: $(q_i, H_j)$ is a solution after the change (this can be viewed as a special case of the next observation with $z' = 0$).

(ii) For Result 5: $(q_i, H_j + z')$ is a solution after the change, using the translational invariance of the entire WDS w.r.t. elevation, and hence head, change.

The Results then follow by noting that, for external nodes $\mu$, $H_\mu = Z_\mu$.

Example of Result 4. Average pressure: using $\langle p \rangle$ from (6) a simple analytical calculation shows that the change $Z_m \rightarrow Z_m + z$ means that

$$\langle p \rangle (z) = \langle p \rangle (0) - \frac{N(\mathcal{M})}{N(\mathcal{M}')} \Rightarrow \bar{D} = \frac{N(\mathcal{M})}{N(\mathcal{M}')}.$$  \hfill (A.4)

Example of Result 5. Average pressure: using $\langle p \rangle$ the change $Z_\mu \rightarrow Z_\mu + z'$ means that

$$\langle p \rangle (z) = \langle p \rangle (0) + z' \Rightarrow \bar{D} = 1.$$  \hfill (A.5)

Example of Both Results. Tank water surface elevation: either the change $Z_m \rightarrow Z_m + z$ (in connection with Result 4) or the change $Z_\mu \rightarrow Z_\mu + z'$ (in connection with Result 5) leaves the tank water surface elevation relative to the bottom and top elevations, as well as all flow rates, unchanged. Hence the time evolution of the tank water surface elevation relative to the bottom and top water surface elevations remains unchanged for both changes.
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