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We propose a strategy to solve the tracking and regulation problem for a 2DOF underactuated mass-spring-damper system with backlash on the underactuated joint, parametric uncertainties, and partial measurement of the state vector. The design of the controller is divided into two stages; in the first stage, it is assumed that the full state vector and all perturbations in the system are available. The model is divided into one actuated subsystem and one underactuated subsystem. The position of the actuated mass is defined as the control input of the underactuated subsystem, which is designed as an ideal controller that solves the tracking and regulation control problems for the underactuated mass. Finally, the control input of the actuated subsystem is designed to solve the tracking problem considering as a reference signal the control signal of the underactuated subsystem. The second stage solves the problem of the implementation of the previously designed ideal controller using the active disturbances rejection control structure (ADRC). Here state observers estimate the nonmeasured state variables and, at the same time, estimate perturbations and auxiliary signals for their compensation. The performance of the closed-loop system is illustrated by numerical simulations and experimental results.

1. Introduction

Control of underactuated mechanical systems, mechanisms with fewer number of control inputs than their degrees of freedom, has received much attention in the last decades. This is because of the theoretical challenges as well as practical applicability; robots, aerospace vehicles, underwater vehicles, and surface vessels are some examples of underactuated mechanical systems [1, 2]. While many important techniques and results have been presented for this class of systems, the control of them remains an open problem when we considering several practical situations like disturbances in the plant, partial measurement of the state vector, and the presence of hard nonlinearities like dry friction and backlash; important issues are how control models can be formulated for such systems and how closed-loop control problems can be solved and implemented [3].

Backlash is a phenomenon that limits the performance of the control systems; it introduces errors in stable state; it even may produce limit cycles. Backlash has been studied since the 1940s and many proposals have appeared to mitigate its effects [4]. Different ways exist to model the backlash phenomenon; in [5], it is established that backlash and hysteresis are different phenomena; however, many times they are used the same; also dead zone functions [6], differential equations [7], and smooth approximations of the dead zone function have been used [8, 9]. However, as far as we know, there is no consensus about a unique backlash model; therefore, many papers use the model that allows solving a specific control problem, as we do in the present work.

Some control algorithms that solve regulation and tracking control objectives for underactuated mechanical systems, without considering practical issues, are proposed in [10–12] and references therein. Also, there are papers that propose control algorithms that produce a closed-loop system with some degree of robustness, for example, [13, 14].

Two works that address the control problem of the underactuated systems with backlash are [15, 16]. In [15], an
The proposed control strategy is based on a simple idea: how the mass \( m_1 \) should be moved so that the mass \( m_2 \) can follow a reference signal?

The controller design is performed in two stages; in the first stage, we divide the system into one actuated subsystem and one underactuated subsystem; it is assumed that the full state vector and all perturbations in the system are available. The position of the actuated mass is defined as the control input of the underactuated subsystem, which is designed as an ideal controller that solves the tracking and regulation control problems for the underactuated mass. Finally, the control input of the actuated subsystem is designed to solve the tracking problem considering as a reference signal the control signal of the underactuated subsystem. The second stage of controller design solves the problem of the implementation of the previously designed ideal controller using the ADRC control structure. Here state observers estimate the nonmeasured state variables and, at the same time, estimate perturbations and auxiliary signals for their compensation. The performance of the closed-loop system is illustrated by numerical simulations and experimental results.

The paper’s structure is as follows. In Section 2, we define the control problem and establish the model of the backlash that we use in this work. Section 3 shows the ideal control strategy where we assume the knowledge of all disturbances in the system and full measurement of state vector. In Section 4, we present the strategy to implement the ideal control based on ADRC control structure. In Section 5, we illustrate the performance of the proposed control strategy through numerical simulations and experimental results. Finally, in Section 6, we present some conclusions.

2. Problem Statement and Preliminary Definitions

Consider a 2DOF underactuated mass-spring-damper system, shown in Figure 2, whose model is given by

\[
\begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= -\frac{k_1}{m_1} x_1 - \frac{b_1}{m_1} x_2 + \frac{k_2}{m_1} B(\Delta x, d) + \frac{k_3}{m_1} \mu + y_1(\cdot), \\
\dot{x}_3 &= x_4, \\
\dot{x}_4 &= -\frac{b_2}{m_2} x_4 - \frac{k_2}{m_1} B(\Delta x, d) + y_2(\cdot),
\end{align*}
\]

where \( x_1 \) and \( x_2 \) are position and velocity of mass \( m_1 \), \( x_3 \) and \( x_4 \) are position and velocity of mass \( m_2 \), \( \mu \) is the control input, and \( B(\Delta x, d) \) is a function that describes the backlash phenomenon, whose characteristic is shown in Figure 3, where \( d \) is backlash length and \( \Delta x = x_3 - x_1 \). \( y_1(\cdot) \) and \( y_2(\cdot) \) are disturbances due to parametric uncertainties, which are bounded if the state of the system is bounded. Finally, the parameters of the plant are the spring constants \( k_1 \) and \( k_2 \) (N/m) and friction constants \( b_1 \) and \( b_2 \) (kg/s), and \( k_3 \) (N/V) is a power amplifier constant; all parameters are positive.
To simplify the dynamic model of the system, in particular the backlash phenomenon, we use the equality proposed in [25]:

$$B(\Delta x, d) = Sat(\Delta x, d) - \Delta x,$$

where $Sat(\Delta x, d)$ is the saturation function with hysteresis as shown in Figure 4.

Given that the nonlinear term of function $B(\Delta x, d)$ is a collection of saturation functions $Sat(\Delta x, d)$ with a displacement, which are bounded, and only one of them is active at a time, a simplified model of (2) is

$$B(\Delta x, d) = Sat(\Delta x, d) - \Delta x,$$

where

$$Sat(\Delta x, d) = \frac{1}{2\rho} (\log \cosh (a) - \log \cosh (b)),$$

where $a = \rho(\Delta x - d/2)$, $b = \rho(\Delta x + d/2)$ and $\rho = 10/d$. Function (4) is a smooth version of a saturation function and it is a $C^k$ function. This is the model used in this work.

Substituting (3) in (1), we have

$$\dot{x}_1 = x_2,$$

$$\dot{x}_2 = -\frac{k_1 + k_2}{m_1}x_1 - \frac{b_1}{m_1}x_2 + \frac{k_2}{m_1}x_3 + \frac{k_2}{m_1}Sat(\Delta x, d) + \frac{k_2}{m_1}u + y_1(\cdot),$$

$$\dot{x}_3 = x_4,$$

$$\dot{x}_4 = \frac{k_2}{m_2}x_1 - \frac{k_2}{m_2}x_3 - \frac{b_2}{m_2}x_4 - \frac{k_2}{m_2}Sat(\Delta x, d) + y_2(\cdot),$$

$$y_1 = x_1,$$

$$y_2 = x_3.$$

The control objective is

$$\lim_{t \to \infty} \|x_3 - r(t)\| = 0,$$

where $r(t)$ is a $C^k$ function with sufficiently large $k$.

Now we define the error variables $e_1 = x_3 - r(t)$ and $e_2 = x_4 - \dot{r}(t)$, whose dynamics are given by

$$\dot{e}_1 = e_2,$$

$$\dot{e}_2 = -\frac{k_2}{m_2}e_1 - \frac{k_2}{m_2}e_2 - \frac{k_2}{m_2}r(t) - \frac{b_2}{m_2}\dot{r}(t) - \ddot{r}(t) + \Gamma(\cdot) + \frac{k_2}{m_2}x_1,$$

$$\dot{x}_1 = x_2,$$

$$\dot{x}_2 = -\frac{k_1 + k_2}{m_1}x_1 - \frac{b_1}{m_1}x_2 + \frac{k_2}{m_1}Sat(\Delta x, d) + \frac{k_2}{m_1}u + y_1(\cdot),$$

$$\dot{x}_3 = x_4,$$

$$\dot{x}_4 = \frac{k_2}{m_2}x_1 - \frac{k_2}{m_2}x_3 - \frac{b_2}{m_2}x_4 - \frac{k_2}{m_2}Sat(\Delta x, d) + y_2(\cdot),$$

$$y_1 = x_1,$$

$$y_2 = x_3.$$
where
\[ \Gamma (\cdot) = -\frac{k_2}{m_1} \text{Sat}(\Delta x, d) + y_2 (\cdot) \] (13)
is a bounded disturbance and
\[ |\Gamma (\cdot)| < \sigma. \] (14)
Now, the control objective is to design a control input \( u \) such that the error variables tend to zero, while \( x_1 \) and \( x_2 \) stay bounded.

3. Conceptual Solution of the Control Problem

In this section, we propose the strategy to solve the control problem considering that all states and all disturbances are known; in the next section, we will give a strategy to implement it.

System (12) can be divided into two subsystems: an underactuated subsystem,
\[
\begin{align*}
\dot{e}_1 &= e_2, \\
\dot{e}_2 &= -\frac{k_2}{m_2} e_1 - \frac{b_2}{m_2} e_2 + \Gamma (\cdot) - \frac{k_2}{m_2} r(t) - \frac{b_2}{m_2} \dot{r}(t) \\
&\quad - \dot{r}(t) + \frac{k_2}{m_2} x_1,
\end{align*}
\] (15)
and an actuated subsystem,
\[
\begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= -\frac{k_1 + k_2}{m_1} x_1 - \frac{b_1}{m_1} x_2 + \frac{k_2}{m_1} x_3 - \frac{k_2}{m_1} \text{Sat}(\Delta x, d) \\
&\quad + \frac{k_2}{m_1} u.
\end{align*}
\] (16)
As we can see, the control input does not appear in subsystem (15), so we consider the state variable \( x_1 \) as a control input for it. Then, if \( x_{1r} = x_1 \), where
\[
x_{1r} = \frac{m_2}{k_2} \left( \frac{k_2}{m_2} r(t) + \frac{b_2}{m_2} \dot{r}(t) + \dot{r}(t) - \Gamma (\cdot) - k_{p1} e_1 \right)
\] (17)
the origin \( e_1 = 0 \) and \( e_2 = 0 \) will be an asymptotically stable equilibrium point. Substituting (17) in (15), we obtain
\[
\begin{align*}
\dot{e}_1 &= e_2, \\
\dot{e}_2 &= -\left( \frac{k_2}{m_2} + k_{p1} \right) e_1 - \left( \frac{b_2}{m_2} + k_{d1} \right) e_2,
\end{align*}
\] (18)
where \( k_{p1} \) and \( k_{d1} \) are positive constants and, given that \( k_2, b_2, \) and \( m_2 \) are positive constants, we guaranteed that the origin of subsystem (18) is an exponentially stable equilibrium point.

Now, the control objective to the actuated subsystem (16) is
\[
\lim_{t \to \infty} = \| x_1 - x_{1r} \| = 0.
\] (19)
Define the error variables \( e_3 = x_1 - x_{1r} \) and \( e_4 = x_2 - \dot{x}_{1r} \), whose dynamics are given by
\[
\begin{align*}
\dot{e}_3 &= e_4, \\
\dot{e}_4 &= \left( \frac{k_1 + k_2}{m_1} e_3 - \frac{b_1}{m_1} e_4 + \frac{k_2}{m_1} x_3 - \frac{k_2}{m_1} \text{Sat}(\Delta x, d) + y_1 (\cdot) \right)
\] (20)
\[\quad - \frac{b_1}{m_1} \dot{x}_{1r} - \ddot{x}_{1r} + \frac{k_2}{m_1} \text{Sat}(\Delta x, d) + \gamma_1 (\cdot)
\] + \frac{k_2}{m_1} u,
\] (21)
and then, to stabilize the origin of (20), we propose
\[
\dot{u} = m_1 \frac{k_n}{k_2} \left( -\frac{k_2}{m_1} x_3 + \frac{(k_1 + k_2)}{m_1} x_{1r} - \Psi (\cdot) - k_{p2} e_3 \right)
\] (22)
\[\quad - k_{d2} e_4 \right) \right),
\] (23)
where
\[
\Psi (\cdot) = -\frac{b_1}{m_1} \dot{x}_{1r} - \ddot{x}_{1r} + \frac{k_2}{m_1} \text{Sat}(\Delta x, d) + \gamma_1 (\cdot)
\] (24)
is a bounded disturbance.

Substituting (21) in (20), we obtain
\[
\begin{align*}
\dot{e}_3 &= e_4, \\
\dot{e}_4 &= -\left( \frac{k_1 + k_2}{m_1} + k_{p2} \right) e_3 - \left( \frac{b_1}{m_1} + k_{d2} \right) e_4.
\end{align*}
\] (25)
Since the constants \( k_1, k_2, b_1, k_{p2}, \) and \( k_{d2} \) are positive, the origin of (23) is an exponentially stable equilibrium point; as in (23), \( k_{p2} \) and \( k_{d2} \) are control gains to improve the performance of the closed-loop system.

It is important to note that \( x_1 \) converges exponentially to \( x_{1r} \) independent of behavior of \( e_1 \) and \( e_2 \); then \( x_1 \) can be rewritten as
\[
x_1 = \frac{m_2}{k_2} \left( \frac{k_2}{m_2} r(t) + \frac{b_2}{m_2} \dot{r}(t) + \dot{r}(t) - \Gamma (\cdot) - k_{p1} e_1 \right)
\] (26)
\[\quad - k_{d1} e_2 \right) + e_3.
\] (27)
Substituting (24) in (15), we have
\[
\begin{align*}
\dot{e}_1 &= e_2, \\
\dot{e}_2 &= -\left( \frac{k_2}{m_2} + k_{p1} \right) e_1 - \left( \frac{b_2}{m_2} + k_{d1} \right) e_2 + \frac{k_2}{m_2} e_3,
\end{align*}
\] (28)
where

$$\frac{k_2}{m_2} |\bar{e}_3| \leq \rho_0 e^{-\sigma_o t}, \quad (26)$$

for some positive constant $\rho_0$ and $\sigma_o$. Thus, there exist a set of constants $k_{p1}, k_{p2}, k_{d1},$ and $k_{d2}$ such that the origin of system (25) will be an asymptotically stable equilibrium point in a sufficient large region $\Omega \subset \mathbb{R}^4$.

### 4. Control Structure Implementation

In the previous section, we presented a conceptual solution to the control problem; however, in practice, we cannot implement it directly because the disturbances $\Gamma(\cdot)$ and $\Psi(\cdot)$, as well as signals $x_4$ and $\bar{e}_4$, are not available. To solve these problems, in this section, we present the strategy to implement the control input (21) based on the active disturbance rejection control (ADRC) structure, where we use discontinuous state observers to estimate the unknown terms.

To estimate $x_4$, $e_4$, $\Gamma(\cdot)$, and $\Psi(\cdot)$, we propose two robust state observers based on the observer proposed in [26].

For system (20) and the system formed by (7), (8), and (10), we propose the following observers:

$$\dot{\bar{e}}_3 = \bar{e}_4 + c_1 \left( y_e - \bar{y}_e \right),$$

$$\dot{\bar{e}}_4 = -\left( \frac{k_1 + k_2}{m_1} \right) e_3 - \frac{b_1}{m_1} \bar{e}_4 + \frac{k_2}{m_1} x_3 - \left( \frac{k_1 + k_2}{m_1} \right) x_{1r}$$

$$+ \frac{k_a}{m_1} u + c_2 \left( y_e - \bar{y}_e \right) + c_3 \text{sign} \left( y_e - \bar{y}_e \right), \quad (27)$$

$$\bar{y}_e = \bar{e}_3.$$

$$\dot{\bar{x}}_3 = \bar{x}_4 + c_4 \left( y_2 - \bar{y}_2 \right),$$

$$\dot{\bar{x}}_4 = \frac{k_2}{m_2} x_1 - \frac{k_2}{m_2} x_3 - \frac{b_2}{m_2} \bar{x}_4 + c_5 \left( y_2 - \bar{y}_2 \right)$$

$$+ c_6 \text{sign} \left( y_2 - \bar{y}_2 \right), \quad (28)$$

$$\bar{y}_2 = \bar{x}_3.$$

To demonstrate the observer stability, we define error variables $\bar{z}_1 = e_3 - \bar{e}_3, \bar{z}_2 = e_4 - \bar{e}_4, \bar{z}_3 = x_3 - \bar{x}_3,$ and $\bar{z}_4 = x_4 - \bar{x}_4$, whose dynamics are given by

$$\dot{\bar{z}}_1 = \bar{z}_2 - c_1 \bar{z}_1,$$

$$\dot{\bar{z}}_2 = -\frac{b_1}{m_1} \bar{z}_2 + \bar{\Psi}(\cdot) - c_2 \bar{z}_1 - c_3 \text{sign} \left( \bar{z}_1 \right), \quad (29)$$

$$\dot{\bar{z}}_3 = \bar{z}_4 - c_4 \bar{z}_3,$$

$$\dot{\bar{z}}_4 = -\frac{b_2}{m_2} \bar{z}_4 + \bar{\Gamma}(\cdot) - c_5 \bar{z}_3 - c_6 \text{sign} \left( \bar{z}_3 \right),$$

where $\bar{\Gamma}(\cdot)$ and $\bar{\Psi}(\cdot)$ are the disturbances that we wish to estimate. Now, with the change of variables $v_1 = z_1, v_2 = z_2 - c_1 z_1, v_3 = z_3, v_4 = z_4 - c_4 z_3$, we have the systems

$$v_1 = v_2,$$

$$v_2 = -\left( \frac{b_1}{m_1} c_1 + c_2 \right) v_1 - \left( \frac{b_1}{m_1} + c_1 \right) v_2 - c_3 \text{sign} \left( v_1 \right) \quad (30)$$

$$+ \bar{\Psi}(\cdot),$$

$$\dot{v}_3 = v_4,$$

$$\dot{v}_4 = -\left( \frac{b_2}{m_2} c_4 + c_5 \right) v_3 - \left( \frac{b_2}{m_2} + c_4 \right) v_4 - c_6 \text{sign} \left( v_3 \right) \quad (31)$$

$$+ \bar{\Gamma}(\cdot).$$

According to [26, 27], it is possible to find constants $c_1, c_2, c_3, c_4, c_5,$ and $c_6$ such that the origin of the error system will be an asymptotically stable equilibrium point in a region of the state space, where disturbances $\bar{\Psi}(\cdot)$ and $\bar{\Gamma}(\cdot)$ are bounded, and we guarantee that $\bar{x}_4$ and $\bar{e}_4$ are the estimates of $x_4$ and $e_4$.

Also, systems (30) and (31) present a second-order sliding mode in $v_1 = 0$ and $v_3 = 0$, [26, 27], where the equivalent control $u_{eq}$ is given by

$$u_{eq} = \bar{\Psi}(\cdot), \quad (32)$$

for system (30), and

$$u_{eq} = \bar{\Gamma}(\cdot), \quad (33)$$

for system (31). The equivalent control $u_{eq}$ is the low frequency components of the discontinuous term in the observer when the trajectories are in the sliding surface and we can recover it using a low-pass filter [14]; for example,

$$F(s) = \frac{\omega_s^2}{s^2 + 2 \cdot 1.4142 \omega_s s + \omega_s^2}. \quad (34)$$

In this way, the auxiliary reference signal (17) and the control signal (21) are implemented as

$$x_{1r} = \frac{m_2}{k_2} \left( \frac{k}{m_2} \dot{r}(t) + \frac{b_2}{m_2} \ddot{r}(t) + \dddot{r}(t) - \bar{\Gamma}(\cdot) - k_{p1} e_1 \right) - k_{d1} \bar{e}_2, \quad (35)$$

where $\bar{e}_2 = \bar{x}_4 - \dot{r}(t)$ and

$$u = \frac{m_1}{k_a} \left( -\frac{k_2}{m_1} x_3 + \frac{k_1 + k_2}{m_1} x_{1r} - \bar{\Psi}(\cdot) - k_{p2} \bar{e}_3 \right) - k_{d2} \bar{e}_4. \quad (36)$$

A block diagram of the closed-loop system is shown in Figure 5.
5. Performance of the Controller

This section shows the performance of the proposed control strategy on a mass-spring-damper system, model 210, from the Educational Control Products Company shown in Figure 6. We modified junction between the second spring and the mass $m_2$ to introduce backlash (see Figure 7).

In this analysis, we consider two cases of the backlash length $d$: $d = 0.001m$ and $d = 0.01m$, and the nominal parameters of the system are $m_1 = m_2 = 0.49kg$, $k_1 = 121.61N/m$, $k_2 = 77.81N/m$, $b_1 = 1.73kg/seg$, $b_2 = 1.84kg/seg$, and $k_m = 1.19N/V$.

Substituting the nominal parameters, the model of the plant is

\begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= -406.98x_1 - 3.53x_2 + 158.8x_3 + 158.8\text{Sat}(\Delta x, d) + 2.43u + \gamma_1(\cdot), \\
\dot{x}_3 &= x_4, \\
\dot{x}_4 &= 158.8x_1 - 158.8x_3 - 3.76x_4 - 158.8\text{Sat}(\Delta x, d) + \gamma_2(\cdot); \quad (37)
\end{align*}
meanwhile the state observers (27) and (28) take the following form:

\[
\dot{\hat{e}}_3 = \hat{c}_4 + \hat{c}_1 \left( y_e - \hat{y}_e \right),
\]

\[
\dot{\hat{e}}_4 = -406.98\hat{e}_3 - 3.53\hat{e}_4 + 158.8x_3 - 406.98x_{1r} + 2.43u + \hat{c}_2 \left( y_e - \hat{y}_e \right) + \hat{c}_3 \text{sign} \left( y_e - \hat{y}_e \right),
\]

\[
\hat{y}_e = \hat{e}_3,
\]

\[
\hat{x}_3 = \hat{x}_4 + \hat{c}_4 \left( y_2 - \hat{y}_2 \right),
\]

\[
\dot{\hat{x}}_3 = 158.8x_1 - 158.8x_3 - 3.76\hat{x}_4 + \hat{c}_5 \left( y_2 - \hat{y}_2 \right) + \hat{c}_6 \text{sign} \left( y_2 - \hat{y}_2 \right),
\]

\[
\hat{y}_2 = \hat{x}_3
\]

where \( \hat{c}_1 = 50, \hat{c}_2 = 1, \hat{c}_3 = 10, \hat{c}_4 = 50, \hat{c}_5 = 1, \) and \( \hat{c}_6 = 5, \) and the constants \( \hat{c}_2 \) and \( \hat{c}_3 \) were adjusted considering \( d = 0.01 \text{m}. \)

To estimate the terms \( \Gamma(\cdot) \) and \( \Psi(\cdot) \), we use the second-order Butterworth low-pass filter (34) with \( \omega_c = 50 \text{rad/sec}. \)

The control signal \( x_{1r} \), to underactuated part of the system takes the following form:

\[
x_{1r} = \frac{1}{158.8} \left( -158.8e_1 - 3.76\hat{e}_2 - 158.8r \left( t \right) - 3.76\dot{\hat{e}}_2 \left( t \right) - \hat{r} \left( t \right) + \hat{\Gamma} \left( \cdot \right) \right),
\]

where \( e_1 = x_3 - r(t) \) and \( e_2 = \hat{x}_4 - \hat{r}(t) \). Finally, the control \( u \) of the actuated part of the system is

\[
u = \frac{1}{2.59} \left( 158.8x_3 - 406.98x_{1r} - \hat{\Psi} \left( \cdot \right) - k_{p2}e_3 - k_{d2}\hat{e}_3 \right),
\]

where \( e_3 = x_1 - x_{1r} \) and \( e_4 = x_2 - \hat{x}_{1r} \).

In the next subsections, we present numerical and experimental results that show the performance of the proposed control strategy. To show the effects of the disturbance compensation in the control system, the simulations and experiments were performed as follows: first, we applied the proposed control in closed loop without compensating the disturbances; in \( t = 20 \text{sec} \), we added the estimation \( \hat{\Gamma}(\cdot) \) in the signal \( x_{1r} \) to compensate the term \( \Gamma(\cdot) \); finally, in \( t = 40 \text{sec} \), we added the term \( \hat{\Psi}(\cdot) \) to control signal \( u \) to compensate the term \( \Psi(\cdot) \).

**5.1. Numerical Results.** For numerical simulations, we only present the performance for tracking objective, where the reference signal is \( r(t) = 0.01\sin(t) \), while in the subsection of experimental results, we show the performance for tracking and regulation control objectives.

**5.1.1. Case 1: Backlash with \( d = 0.001 \text{m} \).** In Figure 8, we show the performance of the closed-loop system with \( d = 0.001 \text{m} \). In the first graph, black line is the reference signal \( r(t) \) and the red line is position \( x_3 \). Although the tracking error is little without disturbances compensation, when the compensation is applied, the error is smaller; we achieve an error about ±1 × 10⁻³m. It is important to note that control signal has an appropriate range for the experimental implementation of the controller.

**5.1.2. Case 2: Backlash with \( d = 0.01 \text{m} \).** In Figure 9, we show the performance of the closed-loop system with \( d = 0.01 \text{m} \). Due to the fact that the backlash is bigger than previous case, the tracking error in closed loop without disturbances compensation is bigger too. When the compensation is made, the error decreases; the tracking error is about ±5 × 10⁻³m. The control input \( u \) has an appropriate range for the experimental implementation of the controller.

**5.2. Experimental Results.** The experiments were made in a real-time controller dSPACE 1103, using Euler solver with fixed step with sample time \( T_s = 0.00001 \text{sec} \). The parameters of the observers, filters, and constants of the controller are the same as those used in numerical simulation. In this subsection, we present the performance for tracking and regulation control objectives.

**5.2.1. Case 1: Backlash with \( d = 0.001 \text{m} \).** In Figure 10, we show the experimental performance of the closed-loop system with \( d = 0.001 \text{m} \). Unlike the simulations, in experiments, the tracking error is big when we do not make the disturbances compensation, but it decreases when they are compensated. We achieve a tracking error about ±5 × 10⁻³m, similar to numerical simulations. In this case, we can see clearly that amplitude of the control signal \( u \) increases when we add the term \( \hat{\Psi}(\cdot) \) in \( t = 40 \text{sec} \).

For regulation, we applied a pulsed signal as a reference with an amplitude of 0.01m and a frequency of 0.1Hz, and the results are shown in Figure 11. When we do not compensate any disturbance, the error between the reference and the output is big. After compensating the disturbances,
we obtain an error about $2.5 \times 10^{-4}$ m, similar to the tracking case. The control input stays in an adequate range all time.

5.2.2. Case 2: Backlash with $d = 0.01$m. In this experiment, we change the parameter $d$ from 0.001$m$ to 0.01$m$, but the parameters of the observers, filters, and gains of the controller stay without change. For tracking, the results are shown in Figure 12.

In this experiment, we can observe that error $e_1$ is very big when we do not compensate the disturbances; it decreases a little when we add the term $\tilde{\Gamma}(\cdot)$ in $x_1r$, but it decreases considerably when we compensate the term $\Psi(\cdot)$ in the signal control $u$. We achieve a tracking error about $\pm 2 \times 10^{-3}$ m. The control signal $u$ stays in the range of $\pm 3V$.

For regulation objective, we applied the same pulsed signal that we used in Case 1 for experimental results and we obtain similar results as we can see in Figure 13. When we do not compensate any disturbance, the error between the reference and the output is big. After compensating the disturbances, we obtain an error about $1.4 \times 10^{-3}$ m, similar to the tracking case. The control input stays in an adequate range all time.
6. Conclusions

Based on the results of this paper, we can say that the ADRC structure is an adequate option to solve, both theoretically and experimentally, the regulation and tracking control problems on 2DOF underactuated mass-spring-damper system with backlash, uncertainties, and partial measurement of the state vector. The closed-loop system presents good properties of robustness; when the backlash length is 10% of the maximum amplitude of the reference signal \((d = 0.001m)\), we achieve a maximum error about 5% with respect to reference signal; meanwhile when the backlash length is 100% of the maximum amplitude of the reference signal \((d = 0.01m)\), we achieve a maximum error about 20%. On the other hand, we can say that the smooth approximation of the backlash, as subtraction of a lineal function and smooth approximation of the saturation function, is a useful model and, therefore, is adequate to solve control problems. A future work is to investigate a broad class of underactuated mechanical systems, where the ADRC structure may solve the regulation and tracking control problems.
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