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Regarding the problem of the existing intuitionistic fuzzy entropy formulas in ordering the partial entropy, the constraint condition
that is consistent with the intuitionistic facts is proposed in this paper, the axiomatic definition of entropy which fully reflects the
intuition and fuzziness of intuitionistic fuzzy sets is given, and the improved intuitionistic fuzzy entropy formula is constructed
according to the entropy axiomatic definition and its properties are studied. Finally, we compare the improved formula with the
existing intuitionistic fuzzy entropy formulas, and the result turns out that the improved formula can solve the problem in the
entropy ordering theoretically and practically.

1. Introduction

Atanassov extended the fuzzy set theory given by Zadeh [1]
to the intuitionistic fuzzy set theory [2]. Vague sets [3] and
interval-valued fuzzy sets [4] are the other two generaliza-
tions of fuzzy sets which were proved to be equivalent to the
intuitionistic fuzzy sets theoretically by Bustince and Burillo
[5], Atanassov andGargov [6], Cornelis, Atanassov, andKerre
[7], and Deschrijver and Kerre [8], respectively. At present,
the intuitionistic fuzzy set theory is widely used in many
fields, such as decision making [9], image [10], and medicine
[11].

It is important to investigate the fuzzy entropy, which is
used to describe the degree of uncertainty of fuzzy sets and
is determined by the absolute deviation of membership and
nonmembership degree of fuzzy sets. As the expansion of
fuzzy sets, the degree of uncertainty of intuitionistic fuzzy
sets includes not only the fuzziness of known information but
also the intuition of unknown information.The ambiguity of
known information is determined by the absolute deviation
of membership degree and nonmembership degree, and the
intuition of unknown information is determined by the

degree of hesitation. The degree of uncertainty of intuition-
istic fuzzy sets is described by intuitionistic fuzzy entropy
which is first defined by Burillo and Bustince [12], while
this axiom only describes the intuition of intuitionistic fuzzy
sets but ignores its ambiguity. Based on the study of Burillo
and Bustince, Szmidt and Kacprzyk proposed the axiomatic
definition of intuitionistic fuzzy entropy which can reflect the
intuition and fuzziness and constructed an entropy formula
by using the geometric meaning of intuitionistic fuzzy sets
[13], which provides different points of views for many
scholars to build new intuitionistic fuzzy entropy formulas
[14–17]. However, it is worth noting that the entropy formulas
satisfying the entropy axiomatic definition of Szmidt and
Kacprzyk demonstrate significant diversity in the sorting
results under the same conditions of fuzziness in [13–17].
The reason lies in the fact that the axiomatic definition of
entropy does not fully reflect the intuition of entropy under
the same ambiguity. Therefore, the authors construct a new
intuitionistic fuzzy entropy formula which fully reflects the
fuzziness and intuition based on the pioneering study of
Szmidt and Kacprzyk [13] and prove that the formula has two
better properties in the following sections.
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2. Preliminaries

In this section, we briefly review some basic notions and
definitions related to intuitionistic fuzzy sets.

Definition 1 (see [2]). An intuitionistic fuzzy set 𝐴 in 𝑋 ={𝑥1, 𝑥2, ⋅ ⋅ ⋅, 𝑥𝑛} is given by Atanassov as follows:

𝐴 = {⟨𝑥, 𝜇𝐴 (𝑥) , 𝜐𝐴 (𝑥)⟩ | 𝑥 ∈ 𝑋} , (1)

where 𝜇𝐴 : 𝑋 → [0, 1] and 𝜐𝐴 : 𝑋 → [0, 1], with the
condition 0 ≤ 𝜇𝐴(𝑥) + 𝜐𝐴(𝑥) ≤ 1, 𝑥 ∈ 𝑋. The numbers𝜇𝐴(𝑥), 𝜐𝐴(𝑥) ∈ [0, 1] denote the degree of membership and
nonmembership of𝑥 to𝐴, respectively. For each intuitionistic
fuzzy set in X, the intuitionistic fuzzy index of 𝑥 in 𝐴 is
denoted by

𝜋𝐴 (𝑥) = 1 − 𝜇𝐴 (𝑥) − 𝜐𝐴 (𝑥) , (2)

which is a hesitancy degree of 𝑥 to 𝐴. It is obvious that
𝜇𝐴 (𝑥) ∈ [0, 1] ,
𝜐𝐴 (𝑥) ∈ [0, 1] ,
𝜋𝐴 (𝑥) ∈ [0, 1] ,

∀𝑥 ∈ 𝑋.
(3)

And the complement of intuitionistic fuzzy set 𝐴 is repre-
sented by 𝐴𝑐 = {⟨𝑥, 𝜐𝐴(𝑥), 𝜇𝐴(𝑥)⟩ | 𝑥 ∈ 𝑋}.
Definition 2 (see [13]). Let 𝐸 be a set-to-point mapping 𝐸 :𝐴 → [0, 1]. 𝐸 is called an entropy measure if it satisfies the
following four constraints:

(1) 𝐸(𝐴) = 0 iff 𝐴 is nonfuzzy;
(2) 𝐸(𝐴) = 1 iff 𝜇𝐴(𝑥) = 𝜐𝐴(𝑥) for all x;
(3) 𝐸(𝐴) ≤ 𝐸(𝐵) if 𝐴 is less fuzzy than B, i.e.,

𝜇𝐴 (𝑥) ≤ 𝜇𝐵 (𝑥)
and 𝜐𝐴 (𝑥) ≥ 𝜐𝐵 (𝑥)

for 𝜇𝐵 (𝑥) ≤ 𝜐𝐵 (𝑥)
(4)

or 𝐸(𝐴) ≥ 𝐸(𝐵) if 𝐵 is less fuzzy than A, i.e.,

𝜇𝐴 (𝑥) ≥ 𝜇𝐵 (𝑥)
and 𝜐𝐴 (𝑥) ≤ 𝜐𝐵 (𝑥)

for 𝜇𝐵 (𝑥) ≥ 𝜐𝐵 (𝑥) ;
(5)

(4) 𝐸(𝐴) ≥ 𝐸(𝐴𝑐).
3. The Improved Entropy Axiomatic Definition

Mostly the existing study on intuitionistic fuzzy entropy
formula is based on Definitions 1 and 2, among which Szmidt
and Kacprzyk combined using the geometric meaning of
intuitionistic fuzzy sets to give an intuitionistic fuzzy entropy
formula as follows:

𝐸𝑆𝐾 (𝐴) = 1𝑛
𝑛∑
𝑖=1

maxCount (𝐴 𝑖 ∩ 𝐴 𝑖𝑐)
maxCount (𝐴 𝑖 ∪ 𝐴 𝑖𝑐) , (6)

where 𝐴 = {𝐴1, 𝐴2, ⋅ ⋅ ⋅ , 𝐴𝑛}, 𝐴 𝑖 = ⟨𝑥𝑖, 𝜇𝐴(𝑥𝑖), 𝜐𝐴(𝑥𝑖)⟩, and𝐴 𝑖 ∩ 𝐴 𝑖𝑐
= ⟨min {𝜇𝐴 (𝑥𝑖) , 𝜇𝐴𝑐 (𝑥𝑖)} ,max {𝜐𝐴 (𝑥𝑖) , 𝜐𝐴𝑐 (𝑥𝑖)}⟩ ,

𝐴 𝑖 ∪ 𝐴 𝑖𝑐
= ⟨max {𝜇𝐴 (𝑥𝑖) , 𝜇𝐴𝑐 (𝑥𝑖)} ,min {𝜐𝐴 (𝑥𝑖) , 𝜐𝐴𝑐 (𝑥𝑖)}⟩ ,

(7)

And max𝐶𝑜𝑢𝑛𝑡(𝐴 𝑖) = 𝜇𝐴(𝑥𝑖) + 𝜐𝐴(𝑥𝑖) which is called the
maximum potential. The following two intuitionistic fuzzy
entropy formulas were given by Zeng and Li [15] and Wang
and Lei [16], respectively.

𝐸𝑍𝐿 (𝐴) = 1 − 1𝑛
𝑛∑
𝑖=1

𝜇𝐴 (𝑥𝑖) − 𝜐𝐴 (𝑥𝑖) , (8)

𝐸𝑊𝐿 (𝐴) = 1𝑛
𝑛∑
𝑖=1

min {𝜇𝐴 (𝑥𝑖) , 𝜇𝐴 (𝑥𝑖)} + 𝜋𝐴 (𝑥𝑖)
max {𝜇𝐴 (𝑥𝑖) , 𝜇𝐴 (𝑥𝑖)} + 𝜋𝐴 (𝑥𝑖) , (9)

It was proved that formula (6) was equivalent to (9) by
Wei, Wang et al. [18]. Vlachos and Sergiadis [14] gave two
intuitionistic fuzzy entropy formulas as follows:

𝐸𝑉𝑆1 = 1𝑛
𝑛∑
𝑖=1

2𝜇𝐴 (𝑥𝑖) 𝜐𝐴 (𝑥𝑖) + 𝜋2𝐴 (𝑥𝑖)𝜇2𝐴 (𝑥𝑖) + 𝜐2𝐴 (𝑥𝑖) + 𝜋2𝐴 (𝑥𝑖) , (10)

and

𝐸𝑉𝑆2 = 𝐸fuzzy (𝐴) + 𝐸intuit (𝐴) , (11)

where

𝐸fuzzy (𝐴) = − 1𝑛 ln 2
𝑛∑
𝑖=1

(𝜇𝐴 (𝑥𝑖) ln 𝜇𝐴 (𝑥𝑖)
+ 𝜐𝐴 (𝑥𝑖) ln 𝜐𝐴 (𝑥𝑖)
− (1 − 𝜋𝐴 (𝑥𝑖)) ln (1 − 𝜋𝐴 (𝑥𝑖))) ,

𝐸intuit (𝐴) = 1𝑛
𝑛∑
𝑖=1

𝜋𝐴 (𝑥𝑖) .
(12)

Based on Trigonometric Function, an intuitionistic fuzzy
entropy formula was given by Wei, Gao, and Guo [17] as
follows:

𝐸𝑊 (𝐴) = 1𝑛
𝑛∑
𝑖=1

(cos 𝜇𝐴 (𝑥𝑖) − 𝜐𝐴 (𝑥𝑖)2 (1 + 𝜋𝐴 (𝑥𝑖)) 𝜋) . (13)

Example 3. Use the above six entropy formulas and calculate
the following intuitionistic fuzzy sets which have the same
fuzziness (|𝜇𝐴(𝑥) − 𝜐𝐴(𝑥)|):

𝐴1 = ⟨0.4, 0.5⟩ ,
𝐴2 = ⟨0.3, 0.4⟩ ,
𝐴3 = ⟨0.1, 0.2⟩ .

(14)

The results are shown in Table 1.



Mathematical Problems in Engineering 3

Table 1: Comparison of the results calculated using the existing entropy formulas.

𝐸𝑆𝐾 𝐸𝑍𝐿 𝐸𝑊𝐿 𝐸𝑉𝑆1 𝐸𝑉𝑆2 𝐸𝑊𝐻𝐺𝐴1 0.8333 0.9 0.8333 0.9762 0.9920 0.9898𝐴2 0.8571 0.9 0.8571 0.9706 0.9897 0.9927𝐴3 0.8889 0.9 0.8889 0.9815 0.9755 0.9957

As can be seen from Table 1, with the same ambiguity,
the ranking results are quite different when different entropy
formulas are adopted. The entropy formula 𝐸𝑍𝐿, which has
the same entropy, i.e., 0.9, does not take into account the
effect of intuition (𝜋𝐴(𝑥)). Regarding the entropy formulas𝐸𝑉𝑆1 and 𝐸𝑉𝑆2, the entropy is smaller when the intuition is
larger (𝜋𝐴2(𝑥) > 𝜋𝐴1(𝑥) while 𝐸(𝐴2) < 𝐸(𝐴1)), which is
obviously not consistent with the subjective understanding.
The results of the entropy formulas 𝐸𝑆𝐾, 𝐸𝑊𝐿, and 𝐸𝑊𝐻𝐺 are
in line with intuitive facts. Thus, it can be seen that although
the above six formulas all satisfy the four axioms of Szmidt
andKacprzyk, they showdifferent sorting results.The authors
find out that the reason is due to the fact that the axiomatic
definition of entropy does not fully reflect the intuition of
entropy when the fuzziness is the same. So on the basis of
Definition 2, the constraint condition (5) is strengthened to
be as follows: when the fuzziness of the intuitionistic fuzzy
sets is the same, the entropy increases monotonically with
the intuition.Therefore, the improved axiomatic definition of
entropy proposed in this paper is defined as follows.

Definition 4. Let𝐸be a set-to-pointmapping𝐸 : 𝐴 → [0, 1],
and E is called an entropy measure if it satisfies the following
five axioms:

(1) 𝐸(𝐴) = 0 iff 𝐴 is nonfuzzy;
(2) 𝐸(𝐴) = 1 iff 𝜇𝐴(𝑥) = 𝜐𝐴(𝑥) for all x;
(3) 𝐸(𝐴) ≤ 𝐸(𝐵) if 𝐴 is less fuzzy than B, i.e.,

𝜇𝐴 (𝑥) ≤ 𝜇𝐵 (𝑥)
and 𝜐𝐴 (𝑥) ≥ 𝜐𝐵 (𝑥)

for 𝜇𝐵 (𝑥) ≤ 𝜐𝐵 (𝑥)
(15)

or 𝐸(𝐴) ≥ 𝐸(𝐵) if 𝐵 is less fuzzy than A, i.e.,

𝜇𝐴 (𝑥) ≥ 𝜇𝐵 (𝑥)
and 𝜐𝐴 (𝑥) ≤ 𝜐𝐵 (𝑥)

for 𝜇𝐵 (𝑥) ≥ 𝜐𝐵 (𝑥) ;
(16)

(4) 𝐸(𝐴) ≥ 𝐸(𝐴𝑐);
(5) 𝐸(𝐴) ≤ 𝐸(𝐵) if |𝜇𝐴(𝑥) − 𝜐𝐴(𝑥)| = |𝜇𝐵(𝑥) − 𝜐𝐵(𝑥)| for𝜋𝐴(𝑥) ≤ 𝜋𝐵(𝑥).

4. An Intuitionistic Fuzzy Entropy Formula
with Improved Constraints

Definition 4 fully reflects the ambiguity of the known infor-
mation and the intuition of the unknown information of the

intuitionistic fuzzy sets, where the fuzziness is reflected by
the constraint condition (3), and the intuition is embodied
by the constraint condition (5). However, the following
intuitionistic fuzzy entropy formula given by Zhao, Wang,
and Hao [19] produces counterintuitive results in sorting
the partial intuitionistic fuzzy entropy (see Example 10 for
details):

𝐸𝑍𝑊𝐻 (𝐴) = 1𝑛
⋅ √ 𝑛∑
𝑖=1

𝜇𝐴 (𝑥𝑖) 𝜐𝐴 (𝑥𝑖) + 𝜋𝐴2 (𝑥𝑖)𝜇𝐴2 (𝑥𝑖) + 𝜐𝐴2 (𝑥𝑖) − 𝜇𝐴 (𝑥𝑖) 𝜐𝐴 (𝑥𝑖) + 𝜋𝐴 (𝑥𝑖) .
(17)

Therefore, formula (17) can bemodified to be a new intuition-
istic fuzzy entropy formula such that the new formula satisfies
the constraint condition (5) in Definition 4.

Theorem 5. For any intuitionistic fuzzy set A, let

𝐸 (𝐴) = 1𝑛
⋅ 𝑛∑
𝑖=1

𝜇𝐴 (𝑥𝑖) 𝜐𝐴 (𝑥𝑖) + 𝜋𝐴 (𝑥𝑖)𝜇𝐴2 (𝑥𝑖) + 𝜐𝐴2 (𝑥𝑖) − 𝜇𝐴 (𝑥𝑖) 𝜐𝐴 (𝑥𝑖) + 𝜋𝐴 (𝑥𝑖) ,
(18)

then 𝐸(𝐴) is an entropy of the intuitionistic fuzzy set 𝐴. It
can be proved that it satisfies the 5 constraint conditions of the
axiomatic definition of entropy.

Proof. Let

𝐸 (𝐴 𝑖)
= 𝜇𝐴 (𝑥𝑖) 𝜐𝐴 (𝑥𝑖) + 𝜋𝐴 (𝑥𝑖)𝜇𝐴2 (𝑥𝑖) + 𝜐𝐴2 (𝑥𝑖) − 𝜇𝐴 (𝑥𝑖) 𝜐𝐴 (𝑥𝑖) + 𝜋𝐴 (𝑥𝑖) .

(19)

To prove Theorem 5, it is only necessary to prove that 𝐸(𝐴 𝑖)
satisfies 5 constraint conditions in Definition 4.

According to Definition 1, we obtain

0 ≤ 𝜇𝐴 (𝑥𝑖) ≤ 1,
0 ≤ 𝜐𝐴 (𝑥𝑖) ≤ 1,
0 ≤ 𝜋𝐴 (𝑥𝑖) = 1 − 𝜇𝐴 (𝑥𝑖) − 𝜐𝐴 (𝑥𝑖) ≤ 1.

(20)

So 0 ≤ 𝐸(𝐴 𝑖) ≤ 1.(1) Let
𝐸 (𝐴 𝑖) = 0, (21)

that is 𝜇𝐴 (𝑥𝑖) 𝜐𝐴 (𝑥𝑖) + 𝜋𝐴 (𝑥𝑖)(𝜇𝐴 (𝑥𝑖) − 𝜐𝐴 (𝑥𝑖))2 + 𝜇𝐴 (𝑥𝑖) 𝜐𝐴 (𝑥𝑖) + 𝜋𝐴 (𝑥𝑖) = 0, (22)
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which is equivalent to

𝜇𝐴 (𝑥𝑖) = 0,
𝜐𝐴 (𝑥𝑖) = 1

or 𝜇𝐴 (𝑥𝑖) = 1,
𝜐𝐴 (𝑥𝑖) = 0.

(23)

This implies that 𝐴 is nonfuzzy.(2) Suppose
𝐸 (𝐴 𝑖) = 1, (24)

which is equivalent to

𝜇𝐴 (𝑥𝑖) 𝜐𝐴 (𝑥𝑖) + 𝜋𝐴 (𝑥𝑖)(𝜇𝐴 (𝑥𝑖) − 𝜐𝐴 (𝑥𝑖))2 + 𝜇𝐴 (𝑥𝑖) 𝜐𝐴 (𝑥𝑖) + 𝜋𝐴 (𝑥𝑖) = 1, (25)

if and only if

(𝜇𝐴 (𝑥𝑖) − 𝜐𝐴 (𝑥𝑖))2 = 0. (26)

So it means that

𝜇𝐴 (𝑥𝑖) = 𝜐𝐴 (𝑥𝑖) . (27)

(3) Let
𝑓 (𝜇, 𝜐) = 𝜇𝜐 + (1 − 𝜇 − 𝜐)𝜇2 + 𝜐2 − 𝜇𝜐 + (1 − 𝜇 − 𝜐) , (28)

where 𝜇, 𝜐 ∈ [0, 1] and 1 − 𝜇 − 𝜐 ∈ [0, 1]. To prove that𝐸(𝐴 𝑖) satisfies the constraint condition (3) in Definition 4, it
only needs to prove that 𝑓(𝜇, 𝜐) is monotonically increasing
relative to 𝜇 and monotonically decreasing relative to 𝜐 if𝜇 < 𝜐, and 𝑓(𝜇, 𝜐) is monotonically decreasing relative to 𝜇,
and monotonically increasing relative to 𝜐 if 𝜇 > 𝜐. The proof
is as follows.

The partial derivative of 𝑓 with respect to 𝜇 is

𝑓𝜇 (𝜇, 𝜐) = (𝜇 − 𝜐) (−𝜐2 − 𝜇𝜐 + 𝜇 + 3𝜐 − 2)
(𝜇2 + 𝜐2 − 𝜇𝜐 + (1 − 𝜇 − 𝜐))2 . (29)

Let

𝑔 (𝜇, 𝜐) = −𝜐2 − 𝜇𝜐 + 𝜇 + 3𝜐 − 2, (30)

then

𝑔𝑢 (𝑢, 𝜐) = 1 − 𝜐 ≥ 0,
𝑔𝜐 (𝑢, 𝜐) = 3 − 2𝜐 − 𝑢 ≥ 0. (31)

Thus

max g (𝜇, 𝜐) = g (1, 1) = −1,
𝑔 (𝜇, 𝜐) ≤ 𝑔 (1, 1) = −1 < 0. (32)

Therefore we get 𝑓𝜇(𝜇, 𝜐) > 0 if 𝜇 < 𝜐, and 𝑓𝜇(𝜇, 𝜐) < 0 if𝜇 > 𝜐.

Similarly, it can be proved that 𝑓𝜐(𝜇, 𝜐) > 0 if 𝜇 > 𝜐, and𝑓𝜐(𝜇, 𝜐) < 0 if 𝜇 < 𝜐.
In summary, we obtain

𝑓𝜇 (𝜇, 𝜐) > 0
and 𝑓𝜐 (𝜇, 𝜐) < 0

if 𝜇 < 𝜐,
𝑓𝜇 (𝜇, 𝜐) < 0

and 𝑓𝜐 (𝜇, 𝜐) > 0
if 𝜇 > 𝜐.

(33)

Hencewe get the conclusion that𝐸(𝐴 𝑖) satisfies the constraint
condition (3) in Definition 4.(4) For any 1 ≤ 𝑖 ≤ 𝑛, it holds that

𝐸 (𝐴 𝑖𝑐)
= 𝜇𝐴 (𝑥𝑖) 𝜐𝐴 (𝑥𝑖) + 𝜋𝐴 (𝑥𝑖)𝜐𝐴 (𝑥𝑖)2 + 𝜇𝐴 (𝑥𝑖)2 − 𝜇𝐴 (𝑥𝑖) 𝜐𝐴 (𝑥𝑖) + 𝜋𝐴 (𝑥𝑖)
= 𝐸 (𝐴 𝑖) .

(34)

(5) Setting |𝜇𝐴(𝑥𝑖) − 𝜐𝐴(𝑥𝑖)| = 𝑎, 𝑎 ∈ (0, 1). Notice that
𝜋𝐴 (𝑥𝑖) = 1 − 𝜇𝐴 (𝑥𝑖) − 𝜐𝐴 (𝑥𝑖) , (35)

then we can get

𝜇𝐴 (𝑥𝑖) = 1 − 𝜋𝐴 (𝑥𝑖) + 𝑎2
𝜐𝐴 (𝑥𝑖) = 1 − 𝜋𝐴 (𝑥𝑖) − 𝑎2

or 𝜇𝐴 (𝑥𝑖) = 1 − 𝜋𝐴 (𝑥𝑖) − 𝑎2
𝜐𝐴 (𝑥𝑖) = 1 − 𝜋𝐴 (𝑥𝑖) + 𝑎2 .

(36)

Thus, we obtain

𝐸 (𝐴 𝑖) = (1 − 𝜋𝐴 (𝑥𝑖))2 − 𝑎2 + 4𝜋𝐴 (𝑥𝑖)(1 − 𝜋𝐴 (𝑥𝑖))2 + 3𝑎2 + 4𝜋𝐴 (𝑥𝑖) . (37)

Let

𝑓 (𝜋𝐴 (𝑥𝑖)) = (1 − 𝜋𝐴 (𝑥𝑖))2 − 𝑎2 + 4𝜋𝐴 (𝑥𝑖)(1 − 𝜋𝐴 (𝑥𝑖))2 + 3𝑎2 + 4𝜋𝐴 (𝑥𝑖) , (38)

then it is easy to see that

𝑓 (𝜋𝐴 (𝑥𝑖)) = 8𝑎2 (3 − 𝜋𝐴 (𝑥𝑖))((1 − 𝜋𝐴 (𝑥𝑖))2 + 3𝑎2 + 4𝜋𝐴 (𝑥𝑖))2
> 0,

(39)

which shows that𝐸(𝐴 𝑖) < 𝐸(𝐵𝑖) if |𝜇𝐴(𝑥𝑖)−𝜐𝐴(𝑥𝑖)| = |𝜇𝐵(𝑥𝑖)−𝜐𝐵(𝑥𝑖)| for 𝜋𝐴(𝑥𝑖) < 𝜋𝐵(𝑥𝑖).
Theorem 5 is proved. And the new entropy formula has

the following properties.
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Table 2: Comparison of the results calculated using the 𝐸𝑍𝑊𝐻(𝐴) and 𝐸(𝐴).
𝐴1 𝐴2 𝐴3 𝐴4 𝐴5𝐸𝑍𝑊𝐻 0.8729 0.8231 0.6988 0.8358 0.7143𝐸 0.9524 0.9677 0.9767 0.9863 1.0000

Property 6. Let Φ = {⟨𝑥, 𝜇Φ(𝑥), 𝜐Φ(𝑥)⟩ | 𝑥 ∈ 𝑋} be an
intuitionistic fuzzy set satisfying the condition 𝜋Φ(𝑥) = 1 −𝜇Φ(𝑥) − 𝜐Φ(𝑥) = 𝑏 (𝑏 ∈ (0, 1)).Then 𝐸(Φ) is monotonically
decreasing relative to |𝜇Φ(𝑥) − 𝜐Φ(𝑥)|.
Proof. To prove Property 6, it is only necessary to prove that
when 𝜋𝐶(𝑥) = 𝜋𝐷(𝑥) (∀𝐶,𝐷 ∈ Φ), 𝐸(𝐶) < 𝐸(𝐷) if |𝜇𝐶(𝑥) −𝜐𝐶(𝑥)| > |𝜇𝐷(𝑥) − 𝜐𝐷(𝑥)|.

To prove the above, it is only necessary to prove that when𝜋𝐶(𝑥𝑖) = 𝜋𝐷(𝑥𝑖),𝐸(𝐶𝑖) < 𝐸(𝐷𝑖) if |𝜇𝐶(𝑥𝑖)−𝜐𝐶(𝑥𝑖)| > |𝜇𝐷(𝑥𝑖)−𝜐𝐷(𝑥𝑖)|.
In fact, we have

𝜋𝐶 (𝑥𝑖) = 𝜋𝐷 (𝑥𝑖) ,𝜇𝐶 (𝑥𝑖) − 𝜐𝐶 (𝑥𝑖) > 𝜇𝐷 (𝑥𝑖) − 𝜐𝐷 (𝑥𝑖) , (40)

which is equivalent to

𝜇𝐶 (𝑥𝑖) 𝜐𝐶 (𝑥𝑖) < 𝜇𝐷 (𝑥𝑖) 𝜐𝐷 (𝑥𝑖) , (41)

if and only if

0 < 𝜇𝐶 (𝑥𝑖) 𝜐𝐶 (𝑥𝑖) + 𝜋𝐶 (𝑥𝑖)
< 𝜇𝐷 (𝑥𝑖) 𝜐𝐷 (𝑥𝑖) + 𝜋𝐷 (𝑥𝑖) , (42)

and

𝜇𝐶2 (𝑥𝑖) + 𝜐𝐶2 (𝑥𝑖) − 𝜇𝐶 (𝑥𝑖) 𝜐𝐶 (𝑥𝑖) + 𝜋𝐶 (𝑥𝑖)
> 𝜇𝐷2 (𝑥𝑖) + 𝜐𝐷2 (𝑥𝑖) − 𝜇𝐷 (𝑥𝑖) 𝜐𝐷 (𝑥𝑖) + 𝜋𝐷 (𝑥𝑖)> 0.

(43)

Then

𝐸 (𝐶𝑖)
= 𝜇𝐶 (𝑥𝑖) 𝜐𝐶 (𝑥𝑖) + 𝜋𝐶 (𝑥𝑖)𝜇𝐶2 (𝑥𝑖) + 𝜐𝐶2 (𝑥𝑖) − 𝜇𝐶 (𝑥𝑖) 𝜐𝐶 (𝑥𝑖) + 𝜋𝐶 (𝑥𝑖)
< 𝐸 (𝐷𝑖) .

(44)

Hence, the property is proved.

Remark 7. Property 6 demonstrates that if the intuitionistic
fuzzy sets have the same intuition, the greater the fuzziness
is, i.e., the smaller the absolute deviation of membership
and nonmembership is, the greater the intuitionistic fuzzy
entropy is.

Property 8. Let 𝐼𝐹𝑆(𝑋) be a set of intuitionistic fuzzy sets on a
nonempty set 𝑋. If the set-to-point mapping 𝐸 : 𝐼𝐹𝑆(𝑋) →[0, 1] is the intuitionistic fuzzy entropy of the intuitionistic
fuzzy set 𝐴, then we have 𝐸(𝐴) ≥ 𝜋(𝐴).

Proof. To prove that 𝐸(𝐴) ≥ 𝜋(𝐴), it only needs to prove that𝐸(𝐴 𝑖) ≥ 𝜋𝐴(𝑥𝑖). By using the reduction to absurdity, its proof
can be done as follows.

Assume 𝐸(𝐴 𝑖) < 𝜋𝐴(𝑥𝑖), then
𝜇𝐴 (𝑥𝑖) 𝜐𝐴 (𝑥𝑖) + 𝜋𝐴 (𝑥𝑖)𝜇2𝐴 (𝑥𝑖) + 𝜐2𝐴 (𝑥𝑖) − 𝜇𝐴 (𝑥𝑖) 𝜐𝐴 (𝑥𝑖) + 𝜋𝐴 (𝑥𝑖)

< 𝜋𝐴 (𝑥𝑖) ,
(45)

if and only if

𝜇𝐴 (𝑥𝑖) 𝜐𝐴 (𝑥𝑖) < 𝜋𝐴 (𝑥𝑖) (𝜇𝐴 (𝑥𝑖) (𝜇𝐴 (𝑥𝑖) − 1)
− 𝜇𝐴 (𝑥𝑖) 𝜐𝐴 (𝑥𝑖) + 𝜐𝐴 (𝑥𝑖) (𝜐𝐴 (𝑥𝑖) − 1)) . (46)

So it is easy to get that

𝜇𝐴 (𝑥𝑖) 𝜐𝐴 (𝑥𝑖) < 0, (47)

which contradicts with𝜇𝐴(𝑥𝑖)𝜐𝐴(𝑥𝑖) ≥ 0. Hence, the property
is proved.

Remark 9. Property 8 implies that the degree of hesitation is
the infimum of intuitionistic fuzzy entropy.

Example 10. Use the formulas𝐸𝑍𝑊𝐻(𝐴) and𝐸(𝐴) to calculate
the entropy of the following intuitionistic fuzzy sets:

𝐴1 = ⟨0, 0.2⟩ ,
𝐴2 = ⟨0.4, 0.5⟩ ,
𝐴3 = ⟨0.3, 0.4⟩ ,
𝐴4 = ⟨0.1, 0.2⟩ ,
𝐴5 = ⟨0.3, 0.3⟩ .

(48)

The results are shown in Table 2.

According to Table 2, the following conclusions can be
drawn:

A The comparison of intuitionistic fuzzy entropy of 𝐴2,𝐴3, and𝐴4 is based on the same fuzziness, which means that
the value of |𝜇𝐴(𝑥) − 𝜐𝐴(𝑥)| of the three sets is equal. And
the results calculated by formula (18) show that the greater
the intuition of the unknown information is, the greater the
intuitionistic fuzzy entropy is; that is, 𝐸(𝐴4) > 𝐸(𝐴3) >𝐸(𝐴2). However, this property is not available in formula (8),
(10), (11), and (17).

B For the comparison of intuitionistic fuzzy entropy of𝐴1 and 𝐴4, they have different intuitions and ambiguities
while they meet the same condition, i.e., 𝜇𝐴 < 𝜐𝐴. Calculated
using the formula (18), it can be seen that 𝐸(𝐴4) > 𝐸(𝐴1)
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because 𝜇𝐴1 < 𝜇𝐴4 and 𝜐𝐴1 = 𝜐𝐴4 , which conforms to the
relationship between the intuitionistic fuzzy sets, but it can
not be seen in formula (17).

C The intuitionistic fuzzy set 𝐴5 has the same degree of
membership and nonmembership, which implies that there is
no enough information to support or oppose a proposition.
In this way, the entropy reaches a maximum of 1, that is𝐸(𝐴5) = 1, but it is not seen in𝐸𝑍𝑊𝐻. In summary, the results
calculated by the entropy formula proposed in this paper
are consistent with intuitionistic facts, which shows that it is
better than the entropy formula (17).

5. Conclusion

The entropy of the intuitionistic fuzzy set is used to describe
the degree of uncertainty of the intuitionistic fuzzy set,
including the fuzziness of known information and the intu-
ition of unknown information. Firstly this paper analyzes
the existing intuitionistic fuzzy entropy formulas compre-
hensively and explores the reason why the sorting of some
entropies of intuitionistic fuzzy sets is not consistent with
intuitionistic facts. Secondly, the constraint conditions are
given in accordance with the intuitionistic facts based on the
analysis of the differences in entropy formulas, and then a
new intuitionistic fuzzy entropy formula is constructed and
its properties are analyzed. Finally, the comparison analysis
shows that the method and the formula proposed in this
paper can better solve the problem of entropy ordering.

Data Availability

The data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

The authors declare that there are no conflicts of interest
regarding the publication of this paper.

Acknowledgments

This work is supported by the Fundamental Research Funds
for the Central Universities (WUT: 2017IB014). Thanks are
due to the support.

References

[1] L. A. Zadeh, “Fuzzy sets,” Information and Computation, vol. 8,
pp. 338–353, 1965.

[2] K. T. Atanassov, “Intuitionistic fuzzy sets,” Fuzzy Sets and
Systems, vol. 20, no. 1, pp. 87–96, 1986.

[3] W. L. Gau and D. J. Buehrer, “Vague sets,” IEEE Transactions on
Systems, Man, and Cybernetics, vol. 23, no. 2, pp. 610–614, 1993.

[4] M. B. Gorzalczany, “An interval-valued fuzzy inference
method—some basic properties,” Fuzzy Sets and Systems, vol.
31, no. 2, pp. 243–251, 1989.

[5] H. Bustince and P. Burillo, “Vague sets are intuitionistic fuzzy
sets,” Fuzzy Sets and Systems, vol. 79, no. 3, pp. 403–405, 1996.

[6] K. Atanassov and G. Gargov, “Interval valued intuitionistic
fuzzy sets,” Fuzzy Sets and Systems, vol. 31, no. 3, pp. 343–349,
1989.

[7] C. Cornelis, K. T. Atanassov, and E. E. Kerre, “Intuitionistic
fuzzy sets and interval-valued fuzzy sets: a critical comparison,”
inProceedings of theConference of the European Society for Fuzzy
Logic and Technology, pp. 159–163, DBLP, Zittau, Germany,
2003.

[8] G. Deschrijver and E. E. Kerre, “On the relationship between
some extensions of fuzzy set theory,” Fuzzy Sets and Systems,
vol. 133, no. 2, pp. 227–235, 2003.

[9] X. Luo and X. Wang, “Extended VIKOR Method for Intuition-
istic Fuzzy Multiattribute Decision-Making Based on a New
Distance Measure,”Mathematical Problems in Engineering, vol.
2017, Article ID 4072486, 16 pages, 2017.

[10] P.Melo-Pinto, P. Couto, H. Bustince, E. Barrenechea,M. Pagola,
and J. Fernandez, “Image segmentation using Atanassov’s intu-
itionistic fuzzy sets,” Expert Systems with Applications, vol. 40,
no. 1, pp. 15–26, 2013.

[11] T. Chaira, “A rank ordered filter for medical image edge
enhancement and detection using intuitionistic fuzzy set,”
Applied Soft Computing, vol. 12, no. 4, pp. 1259–1266, 2012.

[12] P. Burillo and H. Bustince, “Entropy on intuitionistic fuzzy sets
and on interval-valued fuzzy sets,” Fuzzy Sets and Systems, vol.
78, no. 3, pp. 305–316, 1996.

[13] E. Szmidt and J. Kacprzyk, “Entropy for intuitionistic fuzzy sets,”
Fuzzy Sets and Systems, vol. 118, no. 3, pp. 467–477, 2001.

[14] I. K. Vlachos and G. D. Sergiadis, “Subsethood, entropy, and
cardinality for interval-valued fuzzy sets-An algebraic deriva-
tion,” Fuzzy Sets and Systems, vol. 158, no. 12, pp. 1384–1396,
2007.

[15] W. Y. Zeng and H. X. Li, “Relationship between similarity
measure and entropy of interval valued fuzzy sets,” Fuzzy Sets
and Systems, vol. 157, no. 11, pp. 1477–1484, 2006.

[16] Y.Wang and Y.-J. Lei, “A technique for constructing intuitionis-
tic fuzzy entropy,”Control andDecision, vol. 22, no. 12, pp. 1390–
1394, 2007.

[17] C. P. Wei, Z. H. Gao, and T. T. Guo, “An intuitionistic fuzzy
entropy measure based on trigonometric functions,” Control
and Decision, vol. 27, no. 4, pp. 571–574, 2012.

[18] C. Wei, P. Wang, and Y. Zhang, “Entropy, similarity measure of
interval-valued intuitionistic fuzzy sets and their applications,”
Information Sciences, vol. 181, no. 19, pp. 4273–4286, 2011.

[19] F. Zhao, Q. S.Wang, andW. L. Hao, “Improvement of constraint
conditions and new constructional method for intuitionistic
fuzzy entropy,” Journal of Computer Applications, vol. 35, no. 12,
pp. 3461–3464, 2015.



Hindawi
www.hindawi.com Volume 2018

Mathematics
Journal of

Hindawi
www.hindawi.com Volume 2018

Mathematical Problems 
in Engineering

Applied Mathematics
Journal of

Hindawi
www.hindawi.com Volume 2018

Probability and Statistics
Hindawi
www.hindawi.com Volume 2018

Journal of

Hindawi
www.hindawi.com Volume 2018

Mathematical Physics
Advances in

Complex Analysis
Journal of

Hindawi
www.hindawi.com Volume 2018

Optimization
Journal of

Hindawi
www.hindawi.com Volume 2018

Hindawi
www.hindawi.com Volume 2018

Engineering  
 Mathematics

International Journal of

Hindawi
www.hindawi.com Volume 2018

Operations Research
Advances in

Journal of

Hindawi
www.hindawi.com Volume 2018

Function Spaces
Abstract and 
Applied Analysis
Hindawi
www.hindawi.com Volume 2018

International 
Journal of 
Mathematics and 
Mathematical 
Sciences

Hindawi
www.hindawi.com Volume 2018

Hindawi Publishing Corporation 
http://www.hindawi.com Volume 2013
Hindawi
www.hindawi.com

The Scientific 
World Journal

Volume 2018

Hindawi
www.hindawi.com Volume 2018Volume 2018

Numerical AnalysisNumerical AnalysisNumerical AnalysisNumerical AnalysisNumerical AnalysisNumerical AnalysisNumerical AnalysisNumerical AnalysisNumerical AnalysisNumerical AnalysisNumerical AnalysisNumerical Analysis
Advances inAdvances in Discrete Dynamics in 

Nature and Society
Hindawi
www.hindawi.com Volume 2018

Hindawi
www.hindawi.com

Di�erential Equations
International Journal of

Volume 2018

Hindawi
www.hindawi.com Volume 2018

Decision Sciences
Advances in

Hindawi
www.hindawi.com Volume 2018

Analysis
International Journal of

Hindawi
www.hindawi.com Volume 2018

Stochastic Analysis
International Journal of

Submit your manuscripts at
www.hindawi.com

https://www.hindawi.com/journals/jmath/
https://www.hindawi.com/journals/mpe/
https://www.hindawi.com/journals/jam/
https://www.hindawi.com/journals/jps/
https://www.hindawi.com/journals/amp/
https://www.hindawi.com/journals/jca/
https://www.hindawi.com/journals/jopti/
https://www.hindawi.com/journals/ijem/
https://www.hindawi.com/journals/aor/
https://www.hindawi.com/journals/jfs/
https://www.hindawi.com/journals/aaa/
https://www.hindawi.com/journals/ijmms/
https://www.hindawi.com/journals/tswj/
https://www.hindawi.com/journals/ana/
https://www.hindawi.com/journals/ddns/
https://www.hindawi.com/journals/ijde/
https://www.hindawi.com/journals/ads/
https://www.hindawi.com/journals/ijanal/
https://www.hindawi.com/journals/ijsa/
https://www.hindawi.com/
https://www.hindawi.com/

