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The autonomous decision-making of a UAV is based on rapid and accurate threat assessment of the target. Accordingly, modeling of threat assessment under the condition of a small data set is studied in this paper. First, the operational scenario of a manned/unmanned aerial vehicle is constructed, and feature selection and data preprocessing are performed. Second, to obtain the structure, a modeling method for threat assessment is proposed based on an improved BIC score. Finally, the obtained model is applied to compute the threat probability using the junction tree algorithm. The experimental results show that the method proposed in this paper is an available method for threat assessment under the condition of small data sets.

1. Introduction

Threat assessment is an important component of operational decision-making. The complex and varying battlefield environment creates an enormous burden on the decision-maker. To lighten this burden, selected methods for threat assessment were proposed based on machine learning, such as the analytic hierarchy process (AHP) [1], multiple attribute decision-making [2], fuzzy inference [3], rough set [4], neural network [5], support vector machine (SVM), and Bayesian network (BN) methods. These methods display advantages and disadvantages for different problems. Bayesian networks are used in threat assessment in this paper. The Bayesian network is suitable for addressing uncertain information depending on probability theory, is a “white-box” model compared with the neural network and support vector machine approaches, and has the ability to handle small data sets. The Bayesian network was used to construct an air combat threat assessment model in [6], and the junction tree algorithm was applied to obtain the results of inference. Based on the external environmental information, the threat assessment model was built to obtain the threat level of the target in [7]. A dynamic Bayesian network [5] was used to model the threat situation of a battlefield environment, and the model was applied to a path planning for a UAV. The threat assessment framework [8] relying on the Bayesian networks was proposed, which exploits the expressiveness of first-order logic for semantic relations and the strength of the Bayesian networks in handling uncertainty. The Bayesian network model to assess the public health risk associated with wet weather sewer overflows is presented in [9]. The Bayesian networks [10] are employed to model the worst-case accident scenario and to assess the risks of natural gas station. Reference [11] presents a method of how to integrate and quantify these uncertainties in the warning process by evaluating a tsunami warning level probability distribution with a Bayesian network. The approach [12] for evaluating land-use adaptations was proposed for biofuel production, using Bayesian networks and integrating research on the food, water, and energy sectors. The Bayesian networks mentioned above are built using expertise only and without considering the data. Therefore, the obtained model has strong subjectivity. With the wide application of statistics in machine learning and artificial intelligence, obtaining a Bayesian network from data has become a mainstream method. For structured learning of the Bayesian network, the main research areas are divided into three categories, namely, methods based on the conditional independence test,
methods based on scoring, and a mixed approach using the previously mentioned methods. The typical algorithms of the methods based on the conditional independence test contain the Peter Clark (PC) [13] algorithm and the three-phase dependency analysis (TPDA) [14] algorithm. Certain representative algorithms, such as K2 [15], ant colony optimization (ACO) [16], particle swarm optimization (PSO) [17], ant colony optimization (ACO) [18, 19], and bacterial foraging optimization (BFO) [20], belong to the methods based on score-and-search. The max-min hill climbing (MMHC) [21] and max-min parents and children (MMPC) approaches are algorithms typical of the mixed approach based on the two types of methods described above. Analysis shows that the method based on score-and-search is the most popular method. Maximum likelihood estimation (MLE) can obtain high-quality parameters for parameter learning in the Bayesian network. Unfortunately, the previously mentioned research studies were performed under the conditions of sufficient data and are not applicable for a small data set. The reason for this observation is that both the score of the structure and the maximum likelihood function correlate closely with the statistical information of the data, and small data sets lead to inaccurate statistical information.

Selected work has been conducted on the modeling method using the Bayesian network with a small data set. The primary objective is to introduce the constraint of the structure and the constraint of the parameter into the learning process. For structure learning, the existing structural constraints contain the node order [22], causal link [23, 24], edge existence [25–28], and ancestral constraints [29]. The problem of structure learning is translated into the problem of objective optimization, and the various types of constraints [22, 26, 27] are directly used to limit the search space. Although this method can improve the results of structure learning under the condition of small data sets, the small data set makes the score inaccurate, which causes the score to lose the ability to evaluate the structure of the Bayesian network, which is why the proposed algorithms could not produce satisfactory results. To improve the precision of the score, several research studies have used the structural constraints to obtain the prior distribution of the structure. G.borboudakis [23, 24] used the edge existence to represent the expert knowledge, which is integrated into the score by means of a nonuniform prior of the structure. The edge existence [30] is used to represent the expert knowledge and the confidence level is used to represent the uncertainty of expert knowledge, and then, the prior distribution of the structure is obtained based on the edge existence and the confidence level. However, there are two fatal shortcomings. One is that the expert knowledge plays determinative roles and is always regarded as completely correct. The other one is that the number of nodes in the structural constraint is no more than 4. If the number is more than 4, the prior distribution is not computed precisely. Therefore, this paper proposes a new method for obtaining the prior distribution for a number of nodes greater than 4. Combined with the new method, the threat assessment model is constructed using the K2 algorithm, and the parameters of the Bayesian network are obtained by the method in [28]. Finally, the threat assessment is measured using the model learned by the proposed method and the junction tree algorithm.

2. Preliminary

2.1. Cooperative Combat with Manned/Unmanned Aerial Vehicles. Cooperative combat with manned/unmanned aerial vehicles is an important combat mode that combines the advantages of manned aerial vehicles and unmanned aerial vehicles. The division of responsibilities is vital in cooperative combat. In the course of combat, the manned aerial vehicle sends the decision and control information to the unmanned aerial vehicle and commands the unmanned aerial vehicle to finish the combat task. The unmanned aerial vehicle sends the battlefield information obtained by its sensors to the manned aerial vehicle to aid the manned aerial vehicle in making decisions. The unmanned aerial vehicle acts as the “eyes” of the manned aerial vehicle, and the manned aerial vehicle acts as the “brain” of the unmanned aerial vehicle. The collaborative task process is illustrated in Figure 1.

2.2. Bayesian Network. The Bayesian network contains the structure and the parameters. The structure is a directed acyclic graph consisting of nodes and edges. The parameters are a set of conditional probability distributions. For each variable X_i, we denote the parents of X_i as U_i. The parameter is the conditional probability P(X_i | U_i).

If all conditional distributions are specified, then the joint probability can be calculated as follows:

\[ P(X_1, X_2, \ldots, X_n) = \prod_{i=1}^{n} P(X_i | U_i). \]  (1)

The decomposition of the joint probability makes possible a compact representation of the joint probability and also efficient implementation of probabilistic reasoning.

2.3. Model of Edge Existence in the Bayesian Network. In general, the edge existence is the probability of the edge or arc between two nodes. More concretely, there are two nodes denoted as variables x and y in Bayesian network, and there are three ways to connect x and y. If x is a parent of y, an arc exists from x to y. If y is a parent of x, an arc exists from y to x. If x has nothing to do with y, there is no arc. To express these relationships conveniently, if x is a parent of y, (x → y) is used. If y is a parent of x, (y → x) is used. If x has nothing to do with y, (x → y) is used. These expressions are obtained by probability theory as formulated in

\[ p(x \rightarrow y) + p(y \rightarrow x) + p(x \cdots y) = 1. \]  (2)

If p(x → y) = 0.8, the distribution of the remainder states is uniformed; formula (3) is obtained as follows:

\[ p(y \rightarrow x) = p(x \cdots y) = \frac{1 - p(x \rightarrow y)}{2} = 0.1. \]  (3)

If there are three nodes in a Bayesian network, the diagram of the edge existence is represented as shown in Figure 2.
3. Threat Assessment Method Based on Improved BIC Score

3.1. Improved BIC Score. The decomposition of the score is an important property of the scoring function. To understand the decomposition of the score, the BIC score is used as an example in

\[
\text{Score}_{\text{BIC}} = \frac{\sum_{i=1}^{n} \sum_{j=1}^{r_i} \sum_{k=1}^{m_i} m_{ijk} \log m_{ijk}}{m_{ij}^*} - \frac{q_i (r_i - 1)}{2} \log m
\]

where \( m \) is the number of data, \( m_{ijk} \) is the number of data when the node \( X_i = k \) and \( \pi(X_j) \) (the parents of \( X_i \)) is \( j \), \( m_{ij*} = \sum_{k=1}^{r_i} m_{ijk} \), \( n \) is the number of all nodes, \( q_i \) is the number of the parents’ state, and \( r_i \) is the number of \( X_i \)'s states. The family BIC score is represented by

\[
\text{BIC}((X_i, \pi(X_j)) \mid D) = \frac{\sum_{i=1}^{n} \sum_{j=1}^{r_i} m_{ijk} \log m_{ijk}}{m_{ij}^*} - \frac{q_i (r_i - 1)}{2} \log m.
\]

The BIC score can be represented as shown in

\[
\text{Score}_{\text{BIC}} = \frac{\sum_{i=1}^{n} \text{BIC}((X_i, \pi(X_j)) \mid D)}{m_{ij}^*}.
\]

In addition to the BIC score, the CH, AIC, and MDL score all have the property of decomposition. The BIC score is a Laplace approximation based on a large sample. Therefore, if the BIC score is directly used to learn the structure with the small data size, the ideal results are hard to obtain. To obtain a satisfactory structure using the BIC score, an improved BIC score [31] is proposed based on the property of the decomposition and the model of edge existence. The improved BIC score is referred to as the I\(_{\text{BIC}}\) score.

\[
\text{Score}_{\text{I\(_{\text{BIC}}\)}} = \frac{\sum_{i=1}^{n} \sum_{j=1}^{r_i} m_{ijk} \log m_{ijk}}{m_{ij}^*} - \frac{q_i (r_i - 1)}{2} \log m + m \log \left( 1 + \frac{\delta e}{m} \right)
\]

Algorithm I\_BIC\_K2(ρ, D, μ, e)

\( \text{Input:} \)
- \( ρ \) -- the order of nodes
- \( D \) -- dataset
- \( μ \) -- an upper bound of the number of the parent
- \( e \) -- expert constraint for edge existence

\( \text{Output:} \) \( G \)

1. Initialize graph \( G_0 \) with no edge from variable set \( V \);
2. for \( i = 1 \) to \( n \)
3. \( P_a(X_i) = \phi \);
4. \( S_{old} = I_{BIC}(<X_i, \pi(X_i) > | D) \);
5. while \( |\pi(X_i)| < μ \) is true
6. \( j \leftarrow \arg \max \limits_{1 \leq j < i} \{ X_j \not\in P_a(X_i) \} \); \( S_{new} = I_{BIC}(<X_i, \pi(X_i) \cup \{X_j\} > | D) \);
7. if \( S_{new} > S_{old} \); \( S_{old} = S_{new} \);
8. \( \pi(X_i) = \pi(X_i) \cup \{X_j\} \);
9. Add an edge \( X_j \rightarrow X_i \) to graph \( G_0 \);
10. else break;
11. end while
12. end for
13. \( G = G_0 \);
14. return \( G \);

\[ \text{Step 1. Establish monotonic constraint based on the expert knowledge.} \]

\[ \begin{align*}
\theta_{i1} + \theta_{i2} + \cdots + \theta_{ir} &= 1 \\
\theta_{i1} &\leq \theta_{i2} \leq \cdots \leq \theta_{ir}
\end{align*} \]

\[ \Rightarrow \]

\[ \begin{align*}
0 &\leq \theta_{i1} \leq \frac{1}{r} \\
\theta_{i1} &\leq \theta_{i2} \leq \frac{1 - \theta_{i1}}{r - 1} \\
&\vdots \\
\theta_{ijr-2} &\leq \theta_{ijr-1} \leq \frac{1 - \sum_{k=1}^{r-2} \theta_{ijk}}{2} \\
\theta_{ijr} &= 1 - \sum_{k=1}^{r-1} \theta_{ijk}
\end{align*} \]  

\[ (9) \]

\[ \text{Step 2. Obtain interval of every parameter using (9); the scope of } \theta_{ij1} \text{ will be obtained first.} \]

\[ \min_{\alpha_1, \alpha_2} \int_0^1 \left( U(\theta_1, \theta_2) - B(\alpha_1, \alpha_2) \right)^2 d\theta \]  

\[ (10) \]
Step 4. Merge the virtual sample information into Bayesian estimation and get the estimations of parameters:

\[ \theta_{ijk} = \frac{\alpha_1 + N_{ijk}}{\alpha_1 + \alpha_2 + N_{ij}} \]  

(11)

where \( N_{ijk} \) is the number of samples when the value of node \( i \) is \( k \) and the value of its parent is \( j \).

Step 5. Take obtained parameters as lower bound of the next parameter, return to Step 2, and repeat Steps 2-5 until all the parameters are obtained.

4. Experiments

4.1. Results of Structure Learning Using the I_BIC_K2 Algorithm. The Asia model is used as the simulation model. The Asia network has 8 variables and 8 edges. To represent the Asia model easily, the nodes are indicated using numbers from one to eight. The model is given in Figure 2. For the evaluation criterion, in the score-and-search paradigm, the aim of structure learning is to determine the maximal scoring value. Therefore, we choose the standard BIC score as the criterion, and the higher the BIC score is, the better the network approximates the distributions of the data sets.

\[ H = \sum_{i<j} H_{ij} \]  

(12)

\[ D_H = D_1 + D_2 + D_3 \]  

where \( H_{ij} \) represents the number of missing edges, and \( D_H \) represents the number of redundant edges.

The experimental data set is generated using Bayes Net Toolbox (BNT) supplied by K. Murphy. Using these data sets and the selected criterion, we perform a comprehensive analysis of the improvements proposed in Section 3. All algorithms are programmed using the Matlab 2010 software package.

The Asia model as in Figure 3 is selected as the experimental model. The experiments are divided into three groups: the expert constraint is correct, the expert constraint is incompletely correct, and the expert constraint is wrong. The proposed algorithm is compared with the traditional K2 algorithm under the three conditions. To eliminate error, the experiments are repeated 100 times. The experimental results are presented in Figures 4–12. It is concluded that the proposed method produces more accurate results when the expert constraint is correct or incompletely correct. Particularly, the advantage is quite obvious when the data size is less than 500. As the data size increases, the advantage of the proposed method decreases. The results indicate that the proposed method is slightly weaker than the traditional K2 algorithm. However, with increasing data size, the results from the proposed method approach the results from the traditional K2 algorithm. In other words, the proposed method has good adaptability to the wrong expert constraint.

4.2. The Influence of \( \delta \) on the Results of Structure Learning Using the I_BIC_K2 Algorithm. In order to study the influence of the parameter \( \delta \) on the results of the structure learning using the LBIC_K2 algorithm, the Hamming distance is computed using the different \( \delta \). The experimental results are presented in Figures 13-14 and Tables 1 and 2. The parameter \( \delta \) is set to two different discrete intervals such as \([1,10]\) and \([10,100]\). Some conclusion can be concluded from the experimental results. First, all the Hamming distances obtained by the proposed method are less than the Hamming distance obtained by K2 algorithm when the parameter \( \delta \in [10,100] \). However, when the parameter \( \delta \in [1,10] \), the Hamming distance obtained by the proposed method is not always less than the Hamming distance obtained by K2 with increase of the data. Second, the results under the condition of \( \delta \in [10,100] \) are better than the results under the condition of \( \delta \in [1,10] \) in most cases. These above are the reason why \( \delta \in [10,100] \) is selected in the paper.

The Asia model is selected in the experiments. However, the conclusion is of general significance. This is because the
parameter $\delta$ is used to optimize the family BIC score. The selection of $\delta$ has little relation with the number of nodes in the whole network. Therefore, the experimental results in Figures 13-14 can be regarded as a guide for selecting the parameter $\delta$. In the paper, $\delta = 10$ is used to compute the BIC score because the results under the condition of $\delta = 10$ are better in most cases.

4.3. Collaborative Threat Assessment by Manned/Unmanned Aerial Vehicles

4.3.1. Simulation Scenario. The battlefield is composed of red and blue groups. The red group contains one manned aircraft and three unmanned aerial vehicles. The blue group contains two missile positions, two flack battlefields, and one radar position. The military task states that the manned aircraft and unmanned aerial vehicles make a cooperative attack on the blue group. At a certain point, the communication between the manned aircraft and unmanned aerial vehicles is interrupted or the manned aircraft is destroyed, and the unmanned aerial vehicle must execute the tasks independently. The combat mission scenario is shown in Figure 15. The parameters of the red group are given in Table 3, and the parameters of the blue group are given in Table 4.

4.3.2. Pretreatment of Threat Factors. In the course of combat, the battlefield information contains information from both sensors and the decision information from the manned aerial vehicle. The battlefield information is too complicated to use these sources directly. For example, certain information is continuous and other information is discrete. Therefore, pretreatment of battlefield information must be applied. The detailed work is described as follows:

(1) $\text{(Sharp, Sp)}: \text{Sp} = \{1,2\} = \{\text{rectangle, column}\}$. 
Table 3: Parameters of the red group.

<table>
<thead>
<tr>
<th>Red group</th>
<th>Longitude (deg)</th>
<th>Latitude (deg)</th>
<th>Height (m)</th>
<th>Velocity (X, Y, Z) (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manned aerial vehicle</td>
<td>117.85</td>
<td>24.66</td>
<td>8000</td>
<td>(0, 0, 278)</td>
</tr>
<tr>
<td>UAV_1</td>
<td>117.9</td>
<td>24.7</td>
<td>8000</td>
<td>(0, 0, 280)</td>
</tr>
<tr>
<td>UAV_2</td>
<td>118</td>
<td>24.8</td>
<td>8000</td>
<td>(0, 0, 300)</td>
</tr>
<tr>
<td>UAV_3</td>
<td>117.95</td>
<td>24.75</td>
<td>8000</td>
<td>(0, 0, 282)</td>
</tr>
</tbody>
</table>

Table 4: Parameters of the blue group.

<table>
<thead>
<tr>
<th>Blue group</th>
<th>Longitude (deg)</th>
<th>Latitude (deg)</th>
<th>Height (m)</th>
<th>Anti-attack capability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Missile position_1</td>
<td>120.96</td>
<td>23.30</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Missile position_2</td>
<td>120.97</td>
<td>23.27</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Flack position_1</td>
<td>121.16</td>
<td>23.27</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Flack position_2</td>
<td>121.16</td>
<td>23.30</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Radar position</td>
<td>120.76</td>
<td>23.28</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 6: Average Hamming distance comparison with correct constraints.

(2) (Ele-radiation, Er): Er = \{1, 2\} = \{radioactive, nonradioactive\}.

(3) (Size, Si): Si = \{1, 2\} = \{several meters, several centimeters\}.

(4) (Velocity, V): Velocity of target, where \(V_u\) represents the velocity of UAV.
\[
V = \begin{cases} 
1 & V \geq 1.5V_u \\
2 & 0.6V_u \leq V < 1.5V_u \\
3 & V < 0.6V_u 
\end{cases}
\]

(13) \[ (15) \]

(5) (Height, H):
\[
H = \begin{cases} 
1 & H \geq 3Km \\
2 & H < 3Km. 
\end{cases}
\]

(14) \[ (16) \]

Figure 7: Incomplete correct expert constraints of Asia.

(6) (Angle, A): \(A = A_1 + A_2\), where \(A_1\) is the angle between the velocity of target and target line and \(A_2\) is the angle between the velocity of the UAV and the target line.
\[
A = \begin{cases} 
1 & A < \pi \\
2 & A \geq \pi 
\end{cases}
\]

(15) \[ (16) \]

(7) (Value, Vl): Vl = \{1, 2\} = \{greater value, lesser value\}.

(8) (Distance, Dis):
\[
Dis = \begin{cases} 
1 & 40km \leq D < 60km \\
2 & 20km \leq D < 40km \\
3 & D < 20km. 
\end{cases}
\]

(16) \[ (17) \]

(9) (Identification friend or foe, IFF): IFF = \{1, 2\} = \{enemy, friendly\}.

(10) (Target number, Tn): Tn = \{1, 2\} = \{large, small\}.

(11) (Attack scope, As): As = \{1, 2, 3\} = \{large, middle, small\}.
(12) (Anti-attack Capability, Aac): $Aac = \{1, 2, 3\} = \{\text{strong, middle, weak}\}$.

(13) (Target type, Ty): $Ty = \{1, 2, 3\} = \{\text{radar, flack position, missile position}\}$.

(14) (Attack intent, Ai): $Ai = \{1, 2\} = \{\text{obvious, no obvious}\}$.

(15) (Attack capability, Ac): $Ac = \{1, 2, 3\} = \{\text{strong, middle, weak}\}$.

(16) (Threat, T):

$$T = \begin{cases} 
1 & \text{locked by missile or flack} \\
2 & \text{interfered by electromagnetics} \\
3 & \text{tracked by radar}.
\end{cases}$$

4.3.3 Simulation Conditions and Process. (1) The simulation environment is Windows 10, and the compilation environment is Matlab 2010.

(2) Before the communication interruption occurs, the manned aerial vehicle makes decisions based on the information from the sensors and sends the decision information to the UAV. The UAV completes the mission based on the decision information. All information is handled by the method described in Section 4.3.2. A portion of the processed information is listed in Table 5.

(3) After the communication interruption occurs, the UAV uses the processed information to construct the structure of the threat assessment model using the $I_{BIC,K2}$ algorithm and obtains the parameters using the method described in [28].

(4) Under the same condition, the traditional K2 algorithm is used to construct the structure of the threat assessment model, and maximum likelihood estimation is used to learn the parameters of the model.

(5) After obtaining the structure and parameters, the junction tree algorithm is used to compute the probability of the threat. The junction tree algorithm is achieved in the BNT.

4.3.4 Simulation Results. To construct the threat assessment model based on the Bayesian network with small data size, the expert knowledge for the edge existence probability is given first. To represent the model more easily, the threat node is represented as node 1, the attack capability node is represented as node 2, the target type node is represented as node 3, and the attack intent node is represented as node 4. Under the same condition, the traditional K2 algorithm is used to construct the model. The learned model is shown in Figure 9, and the result of the simulation is shown in Figure 10.
Table 5: Portion of processed information.

<table>
<thead>
<tr>
<th></th>
<th>T</th>
<th>Ac</th>
<th>Ty</th>
<th>Ai</th>
<th>Tn</th>
<th>As</th>
<th>Aac</th>
<th>Sp</th>
<th>Er</th>
<th>Si</th>
<th>V</th>
<th>H</th>
<th>A</th>
<th>VI</th>
<th>Dis</th>
<th>IFF</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 12: Average Hamming distance comparison with error constraints.

Figure 13: The Hamming distance with \( \delta \in [1,10] \).

Figure 14: The Hamming distance with \( \delta \in [10,100] \).

as node 3, the attack intend node is represented as node 4, the target number node is represented as node 5, the attack scope node is represented as node 6, the anti-attack capability node is represented as node 7, the sharp node is represented as node 8, the ele-radiation node is represented as node 9, the size node is represented as node 10, the velocity node is represented as node 11, the height node is represented as node 12, the angle node is represented as node 13, the value node is represented as node 14, the distance node is represented as node 15, and the identification of friend or foe node is represented as node 16. The constraint of the edge existence probability is given in

\[
E_{\text{EXIS}}(4 \rightarrow 10) = 0.05
\]

where the \( E_{\text{EXIS}}(4 \rightarrow 10) = 0.05 \) indicates that the probability of the edge from node 4 to node 10 is 0.05. To illustrate the superiority of the proposed method in this paper, for a data size of 3000, the BN structure learned by the traditional K2 algorithm is treated as the right structure. The proposed method is compared with the traditional K2 algorithm for data sizes of 30, 100, 500, and 800.

The experimental results show that the expert constraint is useful in enhancing the accuracy of the structure learning.
Figure 15: Combat mission scenario.

Figure 16: Structure learned by the traditional K2 algorithm with 3000 samples.

Figure 17: Structure learned by the I_BIC_K2 algorithm with 30 samples.
Figure 16 is obtained using the traditional K2 algorithm with 3000 samples, and Figure 16 is treated as the true structure. The experimental results are given in Figures 23 and 24 when the data size is 800. For a data size of 800, the I\textsubscript{BIC}K2 algorithm obtains the same structure as the structure in Figure 16, and the traditional K2 algorithm cannot obtain the accurate structure. The experimental results are given in Figures 17 and 18 when the data size is 30. For a data size of 30, the structure obtained by the I\textsubscript{BIC}K2 algorithm has more edges that are correct than the traditional K2 algorithm. The structure obtained by the I\textsubscript{BIC}K2 algorithm has no edges that are wrong, and the structure obtained by the traditional K2 algorithm has certain edges that are wrong. The experimental results are given in Figures 19–22 when the data size is 100 and 500. For data sizes of 100 and 500, although the structure obtained by the traditional K2 algorithm has no edges that are wrong, it still has fewer edges that are correct than the structure obtained by the I\textsubscript{BIC}K2 algorithm. In view of the overall situation, the structures obtained by the I\textsubscript{BIC}K2 algorithm and the traditional K2 algorithm both become more accurate with increases in the size of the data. However, the I\textsubscript{BIC}K2 algorithm always obtains a more accurate structure than the traditional K2 algorithm.

After obtaining the structure of the threat assessment model, the parameters of the model must be learned for its application. In this paper, the monotonic constraint estimation (MCE) algorithm in [28] and the maximum likelihood estimation (MLE) are used to learn the parameters. The partial parameters are given in Tables 6–11. The 3000-MLE case represents the results of MLE with 3000 samples. The 100-MCE case represents the results of MCE with 100 samples. The 100-MLE case represents the results of MLE with 100 samples. As mentioned in [28], the MCE algorithm is superior to the MLE under the condition of small data size.
Therefore, the MCE algorithm is chosen as the algorithm for parameter learning in this paper.

After the structure and the parameters are obtained, the threat assessment model is achieved and is applied to assess the threat probability. When evidence is given in terms of IFF=1, Tn=1, Sp=2, Er=1, Si=2, Dis=3, Al=1, A=1, V=1, H=1, Dc=1, and As=1, the junction tree algorithm is used to compute the posterior probability of the threat, as shown in Figure 25. In Figure 25, the standard value is the reasoning result based on the threat assessment, which is constructed using the traditional method with 3000 samples. The other two results are both obtained with 500 samples. The reasoning result of the proposed method is closer to the standard value than the reasoning result of the traditional method. Therefore, the proposed method can construct a more accurate model with small data size.

In order to verify the feasibility of our method, the proposed method is compared with multiattribute decision-making algorithm for threat assessment. The multiattribute decision-making algorithm is one of the most widely used methods for threat assessment. The target attribute contains target type, velocity, distance, angle, and target value for the multiattribute decision-making algorithm in the simulation experiment. In the course of combat, the target parameters at some point of time are given in Table 12. At the moment, the multiattribute decision-making algorithm is used to compute the threat value of the targets. The results are shown in Figure 26. Meanwhile, the proposed method in the paper is used to get the threat value. The results are shown in Figure 27. As you can see in Figures 26 and 27, the results of the two methods are basically consistent. For example, when the threat value is greater than 0.5 in Figure 26, the...
Figure 22: Structure learned by the traditional K2 algorithm with 500 samples.

Figure 23: Structure learned by the I\_BIC\_K2 algorithm with 800 samples.

Figure 24: Structure learned by the traditional K2 algorithm with 800 samples.
Table 6: Parameters of node Ac learned by 100 samples.

<table>
<thead>
<tr>
<th></th>
<th>3000-MLE</th>
<th>100-MLE</th>
<th>100-MCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>Ac(1, 2, 3)</td>
<td>Ac(1, 2, 3)</td>
<td>Ac(1, 2, 3)</td>
</tr>
<tr>
<td>T1 (strong)</td>
<td>(0.8102, 0.1399, 0.0499)</td>
<td>(0.7500, 0.2500, 0)</td>
<td>(0.7921, 0.1308, 0.0771)</td>
</tr>
<tr>
<td>T2 (middle)</td>
<td>(0.3027, 0.4038, 0.2935)</td>
<td>(0.1795, 0.3846, 0.4359)</td>
<td>(0.2627, 0.4122, 0.3252)</td>
</tr>
<tr>
<td>T3 (weak)</td>
<td>(0.2482, 0.3411, 0.4107)</td>
<td>(0.2927, 0.1707, 0.5366)</td>
<td>(0.2398, 0.3322, 0.4279)</td>
</tr>
</tbody>
</table>

Table 7: Parameters of node Ai learned by 100 samples.

<table>
<thead>
<tr>
<th></th>
<th>3000-MLE</th>
<th>100-MLE</th>
<th>100-MCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>Ai(1, 2)</td>
<td>Ai(1, 2)</td>
<td>Ai(1, 2)</td>
</tr>
<tr>
<td>T1 (strong)</td>
<td>(0.9024, 0.0976)</td>
<td>(0.9500, 0.0500)</td>
<td>(0.9333, 0.0667)</td>
</tr>
<tr>
<td>T2 (middle)</td>
<td>(0.5520, 0.4480)</td>
<td>(0.5641, 0.4359)</td>
<td>(0.5731, 0.4269)</td>
</tr>
<tr>
<td>T3 (middle)</td>
<td>(0.2604, 0.7396)</td>
<td>(0.2683, 0.7317)</td>
<td>(0.2725, 0.7275)</td>
</tr>
</tbody>
</table>

Table 8: Parameters of node V learned by 100 samples.

<table>
<thead>
<tr>
<th></th>
<th>3000-MLE</th>
<th>100-MLE</th>
<th>100-MCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ac(1, 2, 3)</td>
<td>Ty(1, 2, 3)</td>
<td>Ai(1, 2)</td>
<td>V(1, 2, 3)</td>
</tr>
<tr>
<td>V(1, 2, 3)</td>
<td>V(1, 2, 3)</td>
<td>V(1, 2, 3)</td>
<td>V(1, 2, 3)</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>(0.1036, 0.2091, 0.6873)</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>(0.1652, 0.4986, 0.3632)</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>(0.3115, 0.3242, 0.3643)</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>(0.0129, 0.1357, 0.8514)</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>1</td>
<td>(0.0529, 0.1453, 0.8018)</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>2</td>
<td>(0.4004, 0.2945, 0.3050)</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>(0.0522, 0.1494, 0.7984)</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>(0.7551, 0.2110, 0.0340)</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>(0.8070, 0.1814, 0.0116)</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>(0.0079, 0.0880, 0.9042)</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>1</td>
<td>(0.0554, 0.1121, 0.8325)</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>2</td>
<td>(0.2352, 0.3737, 0.3912)</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>(0.3241, 0.5621, 0.1138)</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>2</td>
<td>(0.5580, 0.2853, 0.1568)</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>1</td>
<td>(0.5889, 0.2480, 0.1631)</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>2</td>
<td>(0.4282, 0.3757, 0.1961)</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>1</td>
<td>(0.2715, 0.3737, 0.3548)</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>2</td>
<td>(0.2096, 0.2227, 0.5677)</td>
</tr>
</tbody>
</table>

Table 9: Parameters learned by 500 samples.

<table>
<thead>
<tr>
<th></th>
<th>3000-MLE</th>
<th>500-MLE</th>
<th>500-MCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>Ac(1, 2, 3)</td>
<td>Ac(1, 2, 3)</td>
<td>Ac(1, 2, 3)</td>
</tr>
<tr>
<td>T1 (strong)</td>
<td>(0.8102, 0.1399, 0.0499)</td>
<td>(0.8393, 0.1250, 0.0357)</td>
<td>(0.8172, 0.1381, 0.0447)</td>
</tr>
<tr>
<td>T2 (middle)</td>
<td>(0.3027, 0.4038, 0.2935)</td>
<td>(0.2552, 0.3906, 0.3542)</td>
<td>(0.2498, 0.4132, 0.3370)</td>
</tr>
<tr>
<td>T3 (weak)</td>
<td>(0.2482, 0.3411, 0.4107)</td>
<td>(0.2449, 0.3061, 0.4490)</td>
<td>(0.2409, 0.3081, 0.4510)</td>
</tr>
</tbody>
</table>

Table 10: Parameters learned by 500 samples.

<table>
<thead>
<tr>
<th></th>
<th>3000-MLE</th>
<th>500-MLE</th>
<th>500-MCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>Ai(1, 2)</td>
<td>Ai(1, 2)</td>
<td>Ai(1, 2)</td>
</tr>
<tr>
<td>T1 (strong)</td>
<td>(0.9024, 0.0976)</td>
<td>(0.9286, 0.0714)</td>
<td>(0.9213, 0.0787)</td>
</tr>
<tr>
<td>T2 (middle)</td>
<td>(0.5520, 0.4480)</td>
<td>(0.5573, 0.4427)</td>
<td>(0.5625, 0.4375)</td>
</tr>
<tr>
<td>T3 (middle)</td>
<td>(0.2604, 0.7396)</td>
<td>(0.2704, 0.7296)</td>
<td>(0.2692, 0.7308)</td>
</tr>
</tbody>
</table>
Table 11: Parameters learned by 500 samples.

<table>
<thead>
<tr>
<th>Ac(1, 2, 3)</th>
<th>Ty(1, 2, 3)</th>
<th>Ai(1, 2)</th>
<th>3000-MLE</th>
<th>500-MLE</th>
<th>500-MCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>(0.1036, 0.2091, 0.6873)</td>
<td>(0.0667, 0.2667, 0.6667)</td>
<td>(0.0973, 0.2759, 0.6268)</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>(0.1652, 0.4986, 0.3362)</td>
<td>(0, 0.6000, 0.4000)</td>
<td>(0.0655, 0.4321, 0.5024)</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>(0.3115, 0.3242, 0.3643)</td>
<td>(0.2083, 0.2917, 0.5000)</td>
<td>(0.1945, 0.4583, 0.3471)</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>(0.0129, 0.1357, 0.8514)</td>
<td>(0.0714, 0.2500, 0.6786)</td>
<td>(0.1024, 0.2595, 0.6381)</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>1</td>
<td>(0.0529, 0.1453, 0.8018)</td>
<td>(0.1084, 0.1325, 0.759)</td>
<td>(0.1148, 0.1597, 0.7255)</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>2</td>
<td>(0.4004, 0.2945, 0.3050)</td>
<td>(0.2308, 0.3846, 0.3846)</td>
<td>(0.3346, 0.3330, 0.3324)</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>(0.0522, 0.1494, 0.7984)</td>
<td>(0, 0.2069, 0.7931)</td>
<td>(0.0488, 0.2200, 0.7311)</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>(0.7551, 0.2110, 0.0340)</td>
<td>(0.7727, 0.1818, 0.0455)</td>
<td>(0.7058, 0.2166, 0.0776)</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>(0.8070, 0.1814, 0.0116)</td>
<td>(0.8148, 0.1852, 0)</td>
<td>(0.7504, 0.2097, 0.0399)</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>(0.0079, 0.0880, 0.9042)</td>
<td>(0, 0.1212, 0.8788)</td>
<td>(0.0370, 0.2031, 0.7599)</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>1</td>
<td>(0.0554, 0.1121, 0.8325)</td>
<td>(0.1176, 0.8824)</td>
<td>(0.0512, 0.1786, 0.7702)</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>2</td>
<td>(0.2352, 0.3737, 0.3912)</td>
<td>(0.3810, 0.4286, 0.1905)</td>
<td>(0.3150, 0.3294, 0.3556)</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>(0.3241, 0.5621, 0.1138)</td>
<td>(0.5000, 0.3750, 0.1250)</td>
<td>(0.3218, 0.5278, 0.1504)</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>2</td>
<td>(0.5580, 0.2853, 0.1568)</td>
<td>(0.5915, 0.2817, 0.1268)</td>
<td>(0.5868, 0.2798, 0.1334)</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>1</td>
<td>(0.5889, 0.2480, 0.1631)</td>
<td>(0.5806, 0.1290, 0.2903)</td>
<td>(0.4461, 0.2953, 0.2586)</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>2</td>
<td>(0.4282, 0.3757, 0.1961)</td>
<td>(0.6364, 0.1818, 0.1818)</td>
<td>(0.5444, 0.2777, 0.1780)</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>1</td>
<td>(0.2715, 0.3737, 0.3548)</td>
<td>(0.3333, 0.1667, 0.5000)</td>
<td>(0.2948, 0.3175, 0.3877)</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>2</td>
<td>(0.2096, 0.2227, 0.5677)</td>
<td>(0.0667, 0.2667, 0.6667)</td>
<td>(0.2009, 0.2825, 0.5166)</td>
</tr>
</tbody>
</table>

Figure 25: Reasoning result based on the threat assessment model.

Table 12: Target parameters.

<table>
<thead>
<tr>
<th>Target type</th>
<th>Relative position(m)</th>
<th>velocity (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Missile position_1</td>
<td>(1000,0,400)</td>
<td>(0,0,0)</td>
</tr>
<tr>
<td>Missile position_2</td>
<td>(1700,0,1200)</td>
<td>(0,0,15)</td>
</tr>
<tr>
<td>Flack position_1</td>
<td>(2000,0,700)</td>
<td>(0,0,0)</td>
</tr>
<tr>
<td>Flack position_2</td>
<td>(1500,0,1800)</td>
<td>(0,0,0)</td>
</tr>
<tr>
<td>Radar position</td>
<td>(600,0,2300)</td>
<td>(0,0,10)</td>
</tr>
</tbody>
</table>

Corresponding target has the high threat probability. When the threat value is less than 0.5 in Figure 26, the corresponding target has the low threat probability.

Figure 26: Threat value of the multiattribute decision-making algorithm.

5. Conclusions

Under the condition of small data size, a method for constructing a threat assessment model based on the Bayesian network is proposed. The threat assessment model is built by the expert knowledge and data. Compared with the traditional method, the proposed method can obtain a more accurate threat assessment model with help of the expert knowledge. And the method for learning Bayesian network in the paper has the adaptability to the error expert knowledge. The research in this paper offers a feasible method for constructing the threat assessment model with small data.
size. Additionally, this research provides a new approach for modeling the problem in other areas. Some of the future research directions are (i) to combine the proposed score with other search algorithms, (ii) to analyze the relationship between the parameter $\delta$ and the data size and give the way to select the parameter $\delta$, and (iii) to get the optimal node ordering using some algorithms.
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