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In order to efficiently extract and encode 3D information of human action from depth images, we present a feature extraction and recognition method based on depth video sequences. First, depth images are projected continuously onto three planes of Cartesian coordinate system, and differential images of the respective projection surfaces are accumulated to obtain the complete 3D information of the depth motion maps (DMMs). Then, discriminative completed LBP (disCLBP) encodes depth motion maps to extract effective human action information. A hybrid classifier combined with Extreme Learning Machine (ELM) and collaborative representation classification (CRC) is employed to reduce the computational complexity while reducing the impact of noise. The proposed method is tested on the MSR-Action3D database; the experimental results show that it achieves 96.0% accuracy and well performs better robustness comparing to other popular approaches.

1. Introduction

Human action recognition is an important and challenging topic in the field of computer vision. Early action recognition uses traditional color camera to capture video sequences [1]. Action recognition methods based on traditional color camera data are usually divided into two major categories. The first class is to directly classify action features without considering temporal information. For example, in [2], authors propose a video-based contour extraction method to extract the human action contour map from videos, then Hu Moment as the distance measurement is applied to represent the distance between the motion observation sequences and the training data. In [3], action recognition using temporal gradients, optical flows, and Support Vector Machine (SVM) is proposed. The second class takes into consideration temporal and spatial features for classification. In [4], authors use the key gestures of human action to establish an HMM model and train dynamic information according to the model. In [5], a hybrid hidden Markov model is utilized to solve multiview problems, and it combines shape and motion optical flow to classify motions. This method has the advantages of simple calculation and getting parameters such as human position and size of human appearance easily.

However, problem which cannot be solved by the traditional methods is that color camera cannot capture spatial information whereas human actions occur in 3D space. Moreover, the video data could be affected by many factors such as illumination conditions and background variation, then the processing algorithm cannot obtain high recognition performance due to lack of spatial information.

In recent years, depth cameras have become increasingly popular. Devices such as Kinect or ASUS Xtion can acquire RGB, depth, and skeletal data streams simultaneously in real time. The rich spatial information has opened new research directions for human action recognition research. Researchers have carried out many studies on human behavior recognition based on 3D skeletal nodes and depth images. For example, Fitzgibbon [6] uses the Microsoft somatosensory device Kinect to propose a method for estimating the position of skeletal joints by extracting the shape information of human motion. Subsequently, in [7], the authors apply the algorithm to the opponent’s pose estimation. They use random forest to classify the pixel points and then estimate the position of the joint in the hand. In [8], authors establish a spherical coordinate system which is independent of the angle of view based on the skeletal data, and they ignore the difference in body size between humans; LDA is applied...
to reduce the dimension of feature vectors. K-Means is used for clustering. Finally, they use discrete hidden Markov model to do the classification. In [9], motion information and pose estimation extracted using Kinect are combined to construct the Eigen Joints description, and then Naive Bayes Classifier is employed to recognize human action. In [10], authors use Local Binary Pattern and Extreme Learning Machine to identify human action. This approach achieves well performance on the testing data set.

From the existed approaches, we can find that elaborate feature and well-designed classifier play the critical role in performance improvement. Using skeletal data as discriminated feature will be limited by the inaccuracy of skeletal joint’s position. Although the calculation is simple, the recognition rate is relatively low. Using the original depth image data for action recognition has a higher recognition rate, but the redundancy of the data features will increase the time complexity.

In order to obtain the trade-off between recognition accuracy and computational complexity, in this paper, we propose a framework for human action recognition. Our method is using discriminative completed local binary pattern based on depth motion maps as feature and is using a hybrid classifier combined with Extreme Learning Machine (ELM) and collaborative representation classification (CRC) to finish the classification. The proposed method has been tested on MSR-Action3D database, in which there is a single person. The experiment results show that the proposed algorithm has a high recognition rate and good robustness.

The rest of this article is structured as follows: Section 2 describes the features of depth motion maps and the discriminative completed local binary pattern algorithm based on depth motion maps features. Section 3 introduces the proposed ELM-CRC hybrid classifier and, at the same time, gives the specific implementation principle. Section 4 supplies the experiment setting and results analysis. Section 5 summarizes the paper.

2. Description of Motion Features

2.1. Depth Motion Feature. The concept of DMMs was proposed in [18]. In order to make full use of the 3D structure and shape information of depth images, depth data of each human action frame is projected onto three orthogonal Cartesian planes, respectively, front view, the top view, and the left view. In order to reduce the computational complexity, each projection view consisting of successive depth data frame differences is modified on the above basis [12]. Each frame action can be expressed as $v = \{f, s, t\}$, where $f, s, t$ are the projections of the depth data difference in the front view, left view, and top view, respectively. The depth motion maps $DMM_v$ feature is calculated from

$$DMM_v = \sum_{i=1}^{N-1} |map_{v}^{i+1} - map_{v}^{i}| \tag{1}$$

where $i$ is the ith frame in time series and $N$ is the total number of video sequence frames.

For much more computational efficiency, we use the methods in [12] to generate $DMM_f$, $DMM_s$, and $DMM_t$. That is to keep the image size consistent and extract the region of interest. The image is cropped to remove background points in the depth sequence frame. Then, the final $DMM$ is the results after foreground extraction.

2.2. DMMs-Based disCLBP Features. Traditional local binary pattern (LBP) [19] is an effective feature extraction algorithm that has been widely used in various applications [20]. For a gray image, the original LBP operator is defined as

$$LBPM_{P,R} = \sum_{p=0}^{p-1} s (g_p - g_c) 2^p$$

where $g_c$ is the gray value at the center of the window $(x_c, y_c)$ and $g_p$ is the gray value of the $P$ field dot uniformly distributed on the circumference of the center point $(x_c, y_c)$ with radius $R$.

In order to consider the difference of brightness and amplitude between the center pixel and the neighborhood pixels, Guo[21] proposed a completed local binary pattern CLBP operator. A local region is represented by the central pixel and the local difference (LD) sign-magnitude transform (LDSMT). He proposed three different descriptors: the center descriptor (CLBP-Center, CLBP$_{C}$), the sign descriptor (CLBP-Sign, CLBP$_{S}$), and the magnitude descriptor (CLBP-Magnitude, CLBP$_{M}$). The feature extraction process is shown in Figure 1.

The difference between the gray value of the center pixel and the adjacent region is expressed as $d_p = s_p \times m_p$, $s_p$ is the sign of $d_p$, and $m_p$ is the absolute value of $d_p$. Here, $s_p$ is the encoding rule for the descriptor CLBP$_{S}$. If $s_p \geq 0$, then CLBP$_{S}$ is 1; otherwise, it is -1. The remaining two descriptors CLBP$_{M}$, CLBP$_{C}$ are calculated as

$$CLBP_{M,P,R} = \sum_{p=0}^{p-1} s (m_p, c) 2^p \tag{3}$$

$$CLBP_{C,P,R} = s (g_p, c) \tag{4}$$

where $c$ is the mean of $m_p$ in the local patch.

The feature information extracted by CLBP operator is more comprehensive, but the feature dimension is also increased, which brings more time consumption. In order to reduce the dimension the operators (LBP and its extended versions) and to select more robust features, [22] adopts local-global training strategy based on all LBP models which is called disCLBP. By using the method considering the smallest intraclass distance and the largest interclass distance, features with strong classification ability are selected. To extract the discriminated features of the depth images and to ensure time
efficiency, we use disCLBP algorithm as the feature extraction method.

Suppose the training depth images contain \( J \) classes, and each class has \( S \) depth images. Count LBP pattern sets with probability greater than a certain threshold in each image of each class, then these patterns will be as the characteristic representation of the image. In this way, features with less contribution in the sample features set are removed, so that a LBP mode sets with \( S \) patterns are obtained, as shown in

\[
J_i = \arg \min_{|I|} \left( \frac{\sum_{j \in I} f_{ij}}{\sum_{k=1}^{p} f_{ik}} \right) \geq n\% \quad J_i \subseteq [1, 2, \ldots, p] \quad (6)
\]

where \( J_i \) is the set of selected feature types, \(|I|\) is the number of elements in the set \( I \), \( p \) is the total number of original mode types, and \( f_{ij} \) is the feature value of the jth mode type of the picture \( i \).

For all the depth images of the same class, the intersection of the LBP feature patterns of all the images is used as the dominant LBP features of this class. As shown in Figure 2, the selected common features of the three depth images are P5, P8.

Then, the union of the dominant LBP features of all classes is the disCLBP, which is the global LBP feature dictionary of all depth images. The LBP feature description of each image is the histogram distribution of disCLBP in each image.

Taking clapping hand as an example, Figure 3(a) is the depth image sequence of clapping, Figure 3(b) is the image obtained by projecting a depth image from the front view over a period of time, and Figure 3(c) is the preprocessing results which normalizes the images in Figure 3(b) to avoid the problem of computational complexity caused by the background regions.

3. Hybrid Classifier Based on ELM and CRC

3.1. ELM. Comparing with the traditional neural network, ELM has the advantages of fast training and well generalization performance [18]. ELM is originally proposed for the Single-hidden Layer Feedforward Neural-networks (SLFNs). Then, it extends to the generalized feedforward network. The significant advantage of ELM is that the model is a random parameter model. In ELM network, the input layer weights and the biases are random, and only the output weights need to be determined.

Suppose there are \( N \) samples \((x_j, t_j), j = 1, 2, \ldots, N\), where input vector \( x_j = (x_{j1}, x_{j2}, \ldots, x_{jm})^T \in \mathbb{R}^m \), expected output \( t_j = (t_{j1}, t_{j2}, \ldots, t_{jm})^T \in \mathbb{R}^m \). For a SLFNs with \( L \) hidden nodes, the ELM can be represented as

\[
\sum_{i=1}^{L} \beta_i g(a_i \cdot x_j + b_i) = o_j \quad (7)
\]

where \( g(x) \) is the activation function; the learning goal of the SLFNs is to minimize the output error which is expressed as

\[
\sum_{j=1}^{N} \|o_j - t_j\| = 0 \quad (8)
\]

That is, there are \( \beta_i, a_i, \) and \( b_i \), making (9) true:

\[
\sum_{i=1}^{L} \beta_i g(a_i \cdot x_j + b_i) = t_j, \quad j = 1, 2, \ldots, N \quad (9)
\]

If \( H \) represents the output of the hidden node, \( \beta \) is the output weight matrix, \( T \) is the expected output, and (9) can be expressed as

\[
H\beta = T \quad (10)
\]

where \( H = \begin{bmatrix} g(a_1 \cdot x_1 + b_1) & \cdots & g(a_L \cdot x_1 + b_L) \\ \vdots & \ddots & \vdots \\ g(a_1 \cdot x_N + b_1) & \cdots & g(a_L \cdot x_N + b_L) \end{bmatrix}, \beta = \begin{bmatrix} \beta_1^T \\ \vdots \\ \beta_L^T \end{bmatrix}, T = \begin{bmatrix} t_1^T \\ \vdots \\ t_N^T \end{bmatrix} \in \mathbb{R}^{N \times m} \)

In the SLFNs learning machine, once the input weight and hidden layer bias are randomly set, it will uniquely determine the output weight matrix of the hidden layer. Therefore, training SLFNs learning machine can be converted into solving the linear matrix equation \( H\beta = T \), and the output weight matrix \( \beta \) can be determined by

\[
\hat{\beta} = H^+T \quad (11)
\]

In (11), \( H^+ \) is the Moore-Penrose generalized inverse of \( H \). Since ELM solves the output using the classical Least Squares
Method, it is prone to get singular values and the results are unstable. Therefore, the improved regularized Extreme Learning Machine is used in this paper as

$$\tilde{\beta} = H^T T = H^T \left( \frac{I}{C} + HH^T \right)^{-1} T$$  \hspace{1cm} (12)

where $I$ is a diagonal matrix and $C$ is a regularization coefficient.

3.2. CRC. In 2009, John Wright and other scholars proposed a face recognition method based on sparse representation-based classification (SRC) [23]. When face images are subject to noise pollution or other error interference, they still obtain better recognition.

The training data set can be represented as $D = [D_1, D_2, \ldots, D_c] \in \mathbb{R}^{m \times n}$, where $D_i = [d_{i1}, d_{i2}, \ldots, d_{in}] \in \mathbb{R}^{m \times n}$ is a matrix composed of the $i$th class training image vectors, $d_{ij}$ is the $j$th training image vector of the class $i$, $c$ is the number of image class, $m$ is the dimension of the training
sample image vector, and \( n \) is the number of training sample images. The matrix \( D \) is used as a dictionary, for the test sample \( y \), it can be expressed as \( y = Dx \), where \( x \) is the sparse representation vector of sample \( y \) under the dictionary \( D \). Sparse representation classification solves the problem of minimizing \( l_1 \) norm:

\[
\hat{\alpha} = \arg\min_{\alpha} \| \alpha \|_1 \quad \text{s.t.} \quad \| y - Da \|_2 \leq \epsilon
\]

(13)

where \( \epsilon \) is the noise in \( y \). The matrix dimension used to describe the image error and noise in the SRC is too high, so that the computational complexity is very large.

The collaborative representation-based classification [24] (CRC) method uses a weaker sparse \( l_2 \) norm to convert the minimization \( l_1 \) norm constraint problem into the least squares constraint problem. It uses a regularized mean squared error method, as shown in (14), where \( I \) is the unit matrix. The sparseness of \( \alpha \) is much smaller than the sparseness of the \( l_1 \) norm constraint. It can be easily and quickly calculated by (15), which greatly improves the computational efficiency and computation speed. In this paper, we use CRC method for classification.

\[
\hat{\alpha} = \arg\min_{\alpha} \left( \| y - Da \|_2^2 + \lambda \| \alpha \|_1 \right)
\]

(14)

\[
\hat{\alpha} = \left( D^T D + \lambda I \right)^{-1} D^T y
\]

(15)

3.3. ELM and CRC Hybrid Classifier. ELM only needs to determine the network structure parameters; it can simulate the potential law between input and output. It does not need to adjust parameters when classifying features, so that it can perform fast parallel operations. CRC can obtain sparse coefficients through many iterations. Although there are many methods which can quickly solve the sparse coefficients, but compared with ELM, the processing speed is still very slow. However, when the images are classified, CRC still has strong robustness under the conditions of occlusion and illumination, but ELM does not have this advantage.

To make full use of the ELM fast training or testing and the superior ability of CRC to select feature insensitive when processing noise images, in this paper, we use the ELM-CRC hybrid classifier. And we propose an estimation criterion for all misclassified images almost all satisfy \( o \approx 2 \). But in general, image data generally has some noise. ELM with zero train error will reduce the generalization ability of the network.

In this paper, we select 275 depth images from the database for ELM test, including 20 actions performed by individuals 1, 3, 5, 7, and 9. Figure 4 shows the distribution of misclassified samples with respect to \( o_f - o_o \). It can be seen that (1) when \( o_f - o_o < 0.1 \), half of the corresponding samples are misclassified by the ELM classifier; (2) all misclassified samples almost all satisfy \( o_f - o_o < 0.7 \). The approximate judgment of a misclassified image by the ELM can be described as filtering of the noise images.

We use \( T_{\text{diff}} = o_f - o_o \) to compare with a threshold \( \sigma \) for noise image discrimination, where \( o_f \) and \( o_o \) represent the first and second largest entry in the ELM output vector. If \( T_{\text{diff}} > \sigma \), the classification of test image is determined by ELM. Otherwise, the test image will be provided to the CRC. In general, the larger the \( T_{\text{diff}} \), the better the classification effect[25].

In [24], authors point out that using general and over-complete dictionaries to query image is lack of adaptability, due to the negative influence of unrelated classes. So, in the CRC classification stage, we classify the image by including subcategories of similar classes rather than the entire dictionary. We consider the top \( k \) elements of the ELM output, because unrelated classes tend to have small responses in the ELM output. Specifically, for the query image \( y \), we record the indexes of the \( k \) largest elements in the output vector. Then, we select a train data set having the same label as the \( k \) indexes and adaptively construct a subdictionary for collaborative representation. Taking forward punch (action 5) as an example, the desired output and the actual output of the ELM classifier are described in Figure 5. The ELM misclassifies this action as hammer (action 3), so we use the image features corresponding to the \( k \) maximum values of the actual output vector for dictionary dimensionality reduction.

Compact subdictionaries are denoted as \( A^*_y = A_{m(1)}, A_{m(2)}, \ldots, A_{m(k)} \), where \( m(i) \in \{1, 2, \ldots, k\} \) is one of the indexes of the \( k \) largest entries, and \( A_{m(i)} \) represents all the training samples belonging to the \( m(i) \) class. Therefore, instead of calculating the sparse representation coefficients over all the training samples, we solve the following problems:

\[
\tilde{x} = \left( A^*_y A^*_y + \lambda I \right)^{-1} A^*_y y
\]

(16)

where \( I \) is unit matrix. Finally, we get the class of test sample by

\[
\text{Label}(y) = \arg\min_{\tilde{x}} \left( \| y - A^*_y \tilde{x} \|^2_2 \right)
\]

(17)

The hybrid classifier algorithm proposed in this paper is shown in Algorithm 1.

The algorithm flowchart in this paper is shown in Figure 6; the computational complexity of the proposed method is \( O(n + n^2) \).
4. Experimental Results and Analysis

4.1. Experiment Data. The proposed algorithm is tested on MSR-Action3D [13] database, which is an action recognition library for Kinect depth camera. It contains 557 silhouette images of 240×320 resolution and has 557 skeletal data. There is a ground truth for each image. In our experiments, we use depth image data, including 10 people doing 20 actions with 2–3 times: high wave, horizontal wave, hammer, hand catch, forward punch, high throw, draw x, draw tick, draw circle, hand clap, two hand wave, side boxing, bend, forward kick, side kick, jogging, tennis swing, tennis serve, golf swing, and picking throw. Figure 7 is silhouette images of several actions from MSR-Action3D database. The depth camera data used to support the findings of this study are available from the corresponding author upon request.

4.2. Experiment Setting. Setting one is the same as the setting in [13], in which all actions are divided into 3 groups (AS1, AS2, and AS3). Each group has 8 actions, as shown in Table 1. AS1 and AS2 have similar actions. However, in AS3, there are relatively small and complex actions. Each group performs three experiments. In experiment one, 1/3 of the video data is used as train data, and 2/3 is used as test data. In experiment two, 2/3 of the video data was used as train data and 1/3 was used as test data. In experiment three, data of characters (1, 3, 5, 7, and 9) was used as train data, and data of characters (4, 6, 8, and 10) was used as test data.

Setting two is also designed according to the setting in [13]. It divides all the video data into two parts equally. The train and test videos are collected by different people. In the train and test process, they use half of the video data, respectively.

4.3. Experiment Results and Analysis. In order to classify the image features more precisely, under the setting two, we test training accuracy of the samples under different k and \( \sigma \). As shown in Figure 8, when \( k=7 \) and \( \sigma=0.3 \), the training accuracy of image data features can be achieved 96.0%. And when \( \sigma \) remains 0.3, the value of \( k \) increases, but the accuracy remains unchanged at 96.0%. Increasing the value of \( k \), time complexity increases with it, so we chooses \( k=7, \sigma=0.3 \) in this paper. The classification accuracy is represented by \( \text{Acc} = 1 - (N(\text{err}(o_f)) + N(\text{err}(k)))/N \), where \( N(\text{err}(o_f)) \) is the number of samples in which the output of the ELM classifier satisfies \( o_f - o_i > \sigma \), but the corresponding class of \( o_f \) is not the expected classes. And \( N(\text{err}(k)) \) is the number of samples in which the expected class is not in the class set determined by \( k \), but the output of the ELM classifier satisfies \( o_f - o_i \leq \sigma \).

In the setting one, the results of the proposed method and the other state-of-the-art methods are shown in Table 2. Generally speaking, the method in this paper has a high accuracy rate in the three groups of experiments. In the experiment one (1/3 for train, 2/3 for test), the recognition rate is equal to the existing methods. In the experiment two (2/3 for train and 1/3 for test), the recognition rate is slightly higher than the existing methods. In experiment three (1/2 for train, including the action data of 1, 3, 5, 6, 7, and 9 people, and the remaining for test), the average recognition rate is
According to setting two, the test results of this paper and the current existing methods on the MSR-Action3D database are shown in Table 3. Relative setting one, setting two contains more action classes, so it is more challenging than setting one. According to the result, it can be seen that the method in this paper has a high recognition rate of 96.0%.

In order to test the accuracy and time complexity of the ELM and ELM-CRC classifiers, 275 images are tested under the setting two. The experimental environment is matlabR2016a with win10 corei5. Table 4 shows the processing time. It can be seen that ELM classifier has a fast test speed, but its classification accuracy is poor. The ELM-CRC classifier not only has a faster test speed but also has a higher test accuracy.

5. Conclusion

In this paper, we propose a new feature extraction and recognition method based on depth video sequences. By extracting the disCLBP features of the DMMs and using ELM-CRC hybrid classifier, we reduce the computational complexity while reducing the impact of noise data on the classification results. The proposed method is tested on the MSR-Action3D database. Experiment results show that this hybrid classifier not only has better classification accuracy than ELM and the classification speed is very fast. Compared with the current detection algorithms of the same kind, the advantage of this paper is that the errors of the recognition results are better reduced. With the improvement of computer performance, the method proposed in this paper is not constrained by the performance of the computer and can achieve real-time effects. In this paper, the discrimination of similar behaviors

Table 1: Setting one.

<table>
<thead>
<tr>
<th>Action set1(AS1)</th>
<th>Action set2(AS2)</th>
<th>Action set3(AS3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>horizontal wave</td>
<td>high wave</td>
<td>high throw</td>
</tr>
<tr>
<td>hammer</td>
<td>hand catch</td>
<td>forward kick</td>
</tr>
<tr>
<td>forward punch</td>
<td>draw x</td>
<td>side kick</td>
</tr>
<tr>
<td>high throw</td>
<td>draw tick</td>
<td>jogging</td>
</tr>
<tr>
<td>hand clap</td>
<td>draw circle</td>
<td>tennis swing</td>
</tr>
<tr>
<td>bend</td>
<td>two hand wave</td>
<td>tennis serve</td>
</tr>
<tr>
<td>tennis serve</td>
<td>forward kick</td>
<td>golf swing</td>
</tr>
</tbody>
</table>

Figure 6: Algorithm flowchart.

Figure 7: MSR-Action3D database action example.

Figure 8: ELM output accuracy varies with k, σ.
Input: DMMs-based disCLBP features of the test image $y$; DMMs-based disCLBP features of the training action database $A$ with 20 classes.

Output: The class label of $y$.

1. Training the ELM classifier using the action database $A$;
2. Calculate the network output $o$ by ELM classifier;
3. Find the first and second largest entries of ELM output $o_f$ and $o_s$;
4. if $o_f - o_s > \sigma$ then
5. Label($y$) = arg max $o(i)$
6. else
7. Set the indexes of k largest entries in $o$;
8. Get the sub-dictionary $A^* = [A_m(1), A_m(2), \ldots, A_m(k)]$ in the action database $A$;
9. Solve $\hat{x} = (A^*_y A^*_y + \lambda I)^{-1} A^*_y y$
10. end if
11. for $i = 1$ to k do
12. Calculate the residuals $r_i = \|y - A_i \hat{x}\|^2$
13. end for
14. Label($y$) = arg min $r_i$

Algorithm 1: The proposed ELM-CRC classifier for action recognition.

Table 2: Action recognition results by setting one.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>experiment one</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AS1</td>
<td>97.3</td>
<td>94.7</td>
<td>97.3</td>
<td>89.5</td>
<td>95.3</td>
</tr>
<tr>
<td>AS2</td>
<td>92.2</td>
<td>95.4</td>
<td>96.1</td>
<td>89.0</td>
<td>96.1</td>
</tr>
<tr>
<td>AS3</td>
<td>98.0</td>
<td>97.3</td>
<td>98.7</td>
<td>96.3</td>
<td>98.0</td>
</tr>
<tr>
<td>average</td>
<td>95.8</td>
<td>95.8</td>
<td>97.4</td>
<td>91.6</td>
<td>96.4</td>
</tr>
<tr>
<td>experiment two</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AS1</td>
<td>98.7</td>
<td>97.3</td>
<td>98.6</td>
<td>93.4</td>
<td>98.6</td>
</tr>
<tr>
<td>AS2</td>
<td>94.7</td>
<td>98.7</td>
<td>98.7</td>
<td>92.9</td>
<td>96.0</td>
</tr>
<tr>
<td>AS3</td>
<td>98.7</td>
<td>97.3</td>
<td>100</td>
<td>96.3</td>
<td>100.0</td>
</tr>
<tr>
<td>average</td>
<td>97.4</td>
<td>97.8</td>
<td>99.1</td>
<td>94.2</td>
<td>98.2</td>
</tr>
<tr>
<td>experiment three</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AS1</td>
<td>96.2</td>
<td>74.5</td>
<td>96.2</td>
<td>72.9</td>
<td>99.0</td>
</tr>
<tr>
<td>AS2</td>
<td>84.1</td>
<td>96.1</td>
<td>83.2</td>
<td>71.9</td>
<td>90.2</td>
</tr>
<tr>
<td>AS3</td>
<td>94.6</td>
<td>96.4</td>
<td>92.0</td>
<td>79.2</td>
<td>94.6</td>
</tr>
<tr>
<td>average</td>
<td>91.6</td>
<td>89.0</td>
<td>90.5</td>
<td>74.7</td>
<td>94.6</td>
</tr>
</tbody>
</table>

Table 3: Action recognition results by setting two.

<table>
<thead>
<tr>
<th>method</th>
<th>recognition rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eigen Joints[9]</td>
<td>81.4</td>
</tr>
<tr>
<td>HON4D[14]</td>
<td>88.36</td>
</tr>
<tr>
<td>Actionlet[15]</td>
<td>88.2</td>
</tr>
<tr>
<td>Random Occupancy[16]</td>
<td>86.5</td>
</tr>
<tr>
<td>Depth Cuboid[17]</td>
<td>91.9</td>
</tr>
<tr>
<td>this paper</td>
<td>96.0</td>
</tr>
</tbody>
</table>

Table 4: Experiment results of ELM and ELM-CRC.

<table>
<thead>
<tr>
<th>method</th>
<th>recognition rate</th>
<th>test time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ELM</td>
<td>92.0%</td>
<td>0.004</td>
</tr>
<tr>
<td>ELM-SRC</td>
<td>96.0%</td>
<td>16.52</td>
</tr>
</tbody>
</table>
is lower, and in later work, we consider the extraction of better features to identify.
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