Type 1 diabetic patients need a strict treatment to regulate blood glucose concentration in a target range. Despite the development of different control strategies, the model parameter variations, given by physiological changes, can generate an inaccurate treatment and in consequence hyperglycemia and hypoglycemia episodes. Therefore, it is necessary to use control techniques that compensate such effects and maintain the control goals. Here, the effect of parametric variations is examined by the sensitivity analysis from which the most influential parameters singularly glycemia dynamics are detected. Based on that, an offset-free MPC strategy for impulsive systems is given for the first time in literature and simulated for type 1 diabetes treatment. This scheme along with the impulsive zone MPC with artificial variables reestablishes the normoglycemia behavior since the parameter variations are adequately rejected. However, only parametric variations up to 50% from their nominal values are well compensated, which suggests that more robust formulations are needed to ensure a greater rejection of physiological variations.

### 1. Introduction

Type 1 diabetes mellitus (T1DM) is an autoimmune disease in which the pancreatic β-cells are destroyed, causing inability to secrete insulin and regulate blood glucose (BG) in the body. Additionally, it leads to secondary pathophysiological alterations in many systems and can be the cause of nephropathy, blindness, or even nontraumatic amputations of lower extremities [1]. To counteract this dysfunction, one of the most common treatments is functional insulin therapy. It consists of daily insulin injections according to glycemia measurements and carbohydrate intake with the objective of maintaining normoglycemia (70 mg/dl ≤ BG ≤ 180 mg/dl). Another treatment option is based on the development of the project called Artificial Pancreas (AP). AP attempts to emulate the natural behavior of the pancreas by the use of an insulin pump, continuous glucose monitoring, and closed-loop control strategies. This system aims to avoid hypoglycemia (BG < 70 mg/dl) and hyperglycemia (BG > 180 mg/dl) events, which result in complications in the patient with TIDM [2].

AP has been extensively studied the last decade, and several control strategies have been proposed to close the loop, ranging from PID up to more complex strategies such as model predictive control. Recently, Medtronic has released to the market the first commercial device using a closed-loop strategy producing astonishing results. It consists of a proportional-integral-derivative with insulin feedback of a model-predicted insulin profile (PID-IFB) with safety constraints, to calculate the basal insulin delivery, and a manual option for bolus insulin [3]. This indicates that it is necessary to maintain the effort to get fully automated strategies. In this regard, one of the most studied control strategies is precisely model predictive control (MPC), which has shown adequate performances in clinical and in silico environments [4–6].

The prediction capacity of the MPC strategy provides the selection of the optimal insulin administration that drives glycemia to the objective according to a cost function. Additionally, the zone MPC (ZMPC), which allows BG regulation in the target zone without requiring an extra correction to take it to a set-point, has shown a significant reduction of hypoglycemia and hyperglycemia events [7].
Recently, an incursion of impulsive control strategies applied to biomedical systems has been done. Due to the characteristics of T1DM treatment, the input can be approximated as an impulse when the insulin bolus is injected because of its short duration in relation to the sample time [8]. Many biomedical applications, such as HIV, malaria, and diabetes, are better modeled and controlled as impulsive systems [8]. In [9], an initial application of impulsive ZMPC (iZMPC) to T1DM patient dynamics is introduced. Furthermore, an iZMPC with artificial variables (iZMPC-AV) is developed in [10], where the use of these variables guarantees the convergence to an objective set and provides an enlarged domain of attraction.

An essential component in MPC is the prediction model that describes the interaction between glycemia, insulin, and carbohydrate absorption. Several models have been developed: maximal models which seek a detailed representation of a diabetic patient and the control-oriented models. The most used model for control is the Bergman minimal model [11], which has been modified to include different features such as meal absorption [12]. Based on this results, advances as the improvement of the UVa/Padova simulator [13] and the implementation with control strategies as MPC [14] have been done. Recently, many control-oriented models have been introduced; in [15, 16], different long-term models are presented, with a validation of 2 and 12 days, respectively. These have realistic equilibriums and are simple due to their affine linear forms. Finally, in [17, 18], a modification of the last two models is developed, considering different time constants in the compartments of absorption of insulin and carbohydrates and the endogenous glucose. The model in [18] is used in this paper.

So far, control techniques assume that the model adequately represents the process dynamics, which is not completely true due to the inherent mismatch implicated by the variability on human physiology caused by physical activity, hormonal changes, stress, the dawn phenomenon, and other factors. As a consequence of this assumption, when the resulting control is applied to the patient, hypoglycemia or hyperglycemia events may occur. With the purpose of understanding the plant-model mismatch, here, a sensitivity analysis is carried out as explained in [19] to determine the parameters that have more influence in glycemia. Subsequently, tests are conducted with different variation scenarios of the parameters.

To overcome the inconvenience of the mismatch evidenced in the tests, the offset-free MPC strategy developed in [20, 21] is adopted. Here, an extension of this strategy is performed for impulsive systems for the first time in literature. To assess the performance of the impulsive MPC strategies, a large comparison using six different formulations is developed. In conclusion, the iZMPC-AV has the best performance. Based on that, this strategy is adapted to the offset-free scheme. The adaptation consists of an augmented system with a disturbance model and a state estimator (the Kalman estimator is chosen). The information provided by the estimator is used by the MPC control to achieve the target zone and, in clinical terms, to reduce the possibility of hypoglycemia and hyperglycemia episodes, even when there are parametric variations.

The outline of the paper is as follows: In the Methodology, a description of the selected model for glucose-insulin-carbohydrate dynamics is presented. Then, a subsection is devoted to introduce the iZMPC-AV formulation. In addition, a sensitivity analysis of the closed-loop system is addressed to determine the parameters that have more influence in glycemia. The section concludes with the description of the offset-free control strategy. In the Results and Discussion, a performance comparison between the MPC strategies for discrete systems and the MPC strategies for impulsive systems, applied to T1DM treatment problems, is carried out. Afterwards, the issue shown by the mismatch is illustrated by the sensitivity analysis, and the results and performance evaluation of the offset-free control strategy are presented. Perspectives and conclusions are discussed at the end.

2. Methodology

The development of the offset-free MPC strategy applied to T1DM treatment consists of four fundamental subsections: the model to describe the interaction between glucose, insulin, and carbohydrates; the appropriate MPC formulation to maintain glycemia in the target zone; the sensitivity analysis of the influence of the parameters in the glycemia dynamics; and an extended MPC formulation considering the offset-free problem.

2.1. Glucose-Insulin-Carbohydrate Model. Different models have been developed to describe the glucose-insulin-carbohydrate interaction. Among them, the ones presented in [15, 16] are advantageous for having a long-term validity, and their equilibriums adequately describe the physiology of a patient with type 1 diabetes. Two recent models are those introduced in [17, 18]. Both models present a great similarity, differentiating themselves from the previously mentioned, mainly by including a term associated with glucose self-regulation mechanism, which allows the glucose level to be driven toward a basal state, stabilizing the system, and by using different time constants for each compartment of absorption of insulin. In this work, the selected model is the one in [18], since it also allows the use of different time constants for each compartment of absorption of carbohydrates. The model is formed by five state variables, and its state space representation is

\[ \dot{x}(t) = Ax(t) + Bu(t) + Br(t) + E, \]

where

\[ A = \begin{bmatrix}
-p_0 & -p_1 & 0 & p_2 & 0 \\
0 & -1 & 1 & 0 & 0 \\
0 & 0 & -p_4 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & -1
\end{bmatrix}, \]

and \( p_0, p_1, \ldots, p_{11} \) are constants in the compartments of absorption of insulin and carbohydrates and the endogenous glucose.
The five state variables are as follows: \( x_1 \), the glycemia-blood glucose concentration (mg/dl); \( x_2 \) and \( x_3 \), the delivery rates of insulin in the blood and interstitial space compartments, respectively (U/min); and \( x_4 \) and \( x_5 \), the delivery rates of carbohydrates in the stomach and duodenum compartments, respectively (g/min). The inputs are \( u \), the exogenous insulin (U), and \( r \), the intake of carbohydrates due to meals (g). The output of the system is the glycemia, i.e., \( y = [1 \ 0 \ 0 \ 0 \ 0] \ x \).

The initial conditions and model parameters were identified for the 33 virtual patients from the UVa/Padova simulator [13] and also validated with clinical data of 42 real patients. The identification algorithm and details can be seen in [18]. One important feature is that all parameters have physiological meaning; their description and units are exhibited in Table 1.

### Table 1: Parameters description of the model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p_0 )</td>
<td>Fractional rate of glucose self-regulation.</td>
<td>1/min</td>
</tr>
<tr>
<td>( p_1 )</td>
<td>Insulin action effectiveness.</td>
<td>mg/U/min</td>
</tr>
<tr>
<td>( p_2 )</td>
<td>Carbohydrate bioavailability.</td>
<td></td>
</tr>
<tr>
<td>( p_3 )</td>
<td>Net balance between endogenous glucose production and insulin independent glucose consumption.</td>
<td>mg/dl/min</td>
</tr>
<tr>
<td>( p_4, p_5 )</td>
<td>Diffusion time constants in the insulin compartments.</td>
<td>min</td>
</tr>
<tr>
<td>( p_6, p_7 )</td>
<td>Insulin diffusion effectiveness in each compartment.</td>
<td></td>
</tr>
<tr>
<td>( p_8, p_9 )</td>
<td>Diffusion time constants in the two digestion compartments.</td>
<td>min</td>
</tr>
<tr>
<td>( p_{10} )</td>
<td>Meal absorption effectiveness in each compartment.</td>
<td></td>
</tr>
</tbody>
</table>

The state after the free response instants are denoted by \( x(\tau_k^+) \). The impulsive-time output of the system is the glycemia, i.e., \( y = [10000] \ x \).

### 2.2. Impulsive Zone Model Predictive Control with Artificial Variables Strategy

A recent approach for the control of the system is by considering the input of insulin as an impulse. Insulin doses are administered as small spaced pulses, rather than a continuous input or a discrete one. Then, the consideration of it as an impulsive system is appropriate to emulate the real TIDM treatment [9, 22]. Affine linear impulsive systems are described as follows:

\[
\begin{align*}
B_u &= \begin{bmatrix} 0 \\ 0 \\ \frac{1}{p_7} \\ 0 \\ 0 \\ \frac{1}{p_{10}} \end{bmatrix}, \quad B_r &= \begin{bmatrix} 0 \\ 0 \\ 0 \\ 1 \\ 0 \\ 0 \end{bmatrix}, \quad E &= \begin{bmatrix} p_3 \\ 0 \\ 0 \\ 0 \\ 0 \end{bmatrix}.
\end{align*}
\]

(1)

The identification and algorithm details can be seen in [18].

The equilibrium control is also for formulation. This strategy was studied at [10] including its dynamical characterization. All MPC algorithms have three essential elements for their formulation: the prediction model needed to compute the predicted output, a cost function in a prediction horizon their formulation: the prediction model needed to compute the predicted output, a cost function in a prediction horizon, and the constraints associated with the nature of the system [24–26]. The iZMPC-AV formulation was developed and substantiated in [10]. Here, that formulation is applied to the TIDM treatment problem since there is a required zone to maintain glycemia, and the iZMPC-AV is a stable formulation. This strategy is chosen due to its performance in comparison to other MPC formulations for discrete and impulsive systems, as it will be shown later. The performance comparison of these formulations is established in the Results and Discussion.
Denote $X^*_s \subseteq X_s$ as the equilibrium set to the subsystem (3) and its associated set of equilibrium inputs $U_s$. The cost function of the iZMPC-AV is then

$$V_N \left( x^s, r^s, X^s_{\text{Tar}}, U^s_{\text{Tar}}; u, x_a, x_n \right)$$

$$= V_{\text{dyn}} \left( x^s, r^s; u, x_a, u_a \right) + V_f \left( X^s_{\text{Tar}}, U^s_{\text{Tar}}; x_a, u_a \right)$$

(5)

where $V_{\text{dyn}}$ and $V_f$ are

$$V_{\text{dyn}} \left( x^s, r^s; u, x_a, u_a \right)$$

$$= \sum_{i=0}^{N-1} \| x^s (k+i | k) - x_n \|^2_Q + \sum_{i=0}^{N-1} \| u^s (k+i | k) - u_a \|^2_R$$

(6)

$$V_f \left( X^s_{\text{Tar}}, U^s_{\text{Tar}}; x_a, u_a \right) = P \left( \text{dist}_{X^s_{\text{Tar}}} (x_a) + \text{dist}_{U^s_{\text{Tar}}} (u_a) \right)$$

(7)

with $Q, R, P$ being semidefinite positive matrices. The term $V_{\text{dyn}}$ is meant to steer the system to a certain artificial equilibrium given by $(u_a, x_a) \in U_s \times X^*_s$. The term $V_f$ is a terminal cost function; it represents the deviation between the artificial equilibrium point and any other point $(u_a, x_a)$ in the objective equilibrium set $(U^s_{\text{Tar}}, X^s_{\text{Tar}})$.

The optimization problem to be solved by the MPC at time $k$ is

$$\min_{u, x_a \neq x_n} V_N \left( x^s, r^s, X^s_{\text{Tar}}, U^s_{\text{Tar}}; u, x_a, x_n \right)$$

s.t. $x^s (0) = x^s (k | k)$,

$$x^s (k+i | k) = A x^s (k+i-1 | k) + B^r u^s (k+i-1 | k) + B^e r^e (k+i | k) + E^e,$$

(8)

$$y (k+i | k) = C x^s (k+i | k),$$

$$u^s (k+i | k) \in U_s,$$

$$x^s (k+N | k) = x_n,$$

$$x_n = A x_n + B^r u_a + E^r,$$

where the constraint $x^s (k+N | k) = x_n$ drives the terminal state at the end of the horizon to reach the artificial equilibrium point, and the constraint $x_n = A x_n + B^r u_a + E^r$ forces the pair $(u_a, x_n)$ to fulfill the equilibrium condition. Notice that the information about the disturbance due to the meals, $B^r r^e (\cdot)$, is entered into the formulation, but the control strategy will assume that the intake of meals is unannounced.

2.3. Sensitivity Analysis. To expose the dependence of $x$ to the parameters and their variations, a sensitivity analysis is performed. This denotes which of the parameters are the most influential in the change of blood glucose, for example. Assuming the identified parameters as the nominal value $p_n$ of the parameters $p$, the sensitivity function is defined [19]:

$$\dot{S}_{x,p_j} = \frac{\partial x_j}{\partial p_j}$$

(9)

$$\dot{S}_{x,p_j} (t) = AS_{x,p_j} (t) + \frac{\partial f (x, u, p_n)}{\partial p} , \quad S_{x,p_j} (0) = 0$$

(10)

where $S_{x,p}$ represents the sensitivity of the state $x$ to the parameters $p = [p_0, p_2 \ldots p_N]$ of model 2.1. Then, the analysis of variations of the most influential parameters is done to retrieve information about the effect on the control performance when there is a plant-model mismatch.

2.4. The Offset-Free iZMPC-AV Strategy. To compensate the plant-model mismatch given by variation of parameters, the offset-free MPC strategy introduced in [20, 21] is adapted here for the first time to the impulsive formulation stated in Section 2.2. The idea of the strategy is to have some knowledge about the mismatch and provide this information to the iZMPC-AV. For that purpose, the affine impulsive system (2) is augmented with an additional model of the disturbance to capture the plant-model mismatch in the steady state. It is assumed that the perturbation is constant, i.e., $d(t) = 0$, and it affects the state in the impulse instants. Then, the augmented system has the form

$$\begin{bmatrix} x(t) \\ d(t) \end{bmatrix} = \begin{bmatrix} A & 0 \\ 0 & 0 \end{bmatrix} x(t) + \begin{bmatrix} B^r & 0 \\ 0 & 0 \end{bmatrix} r^e(t) + \begin{bmatrix} E^e & 0 \\ 0 & 0 \end{bmatrix}, \quad \dot{x}(t) = 0 , \quad t \neq t_k,$$

(11)

$$x(t_k) = x(t_k) + B^u u(t_k) + B^d d(t_k), \quad k \in \mathbb{N},$$

$$y(t) = C x(t) + C_d d(t),$$

in which $d \in \mathbb{R}^{n_d}$ is the constant disturbance, and its associated matrices are $B^d \in \mathbb{R}^{n \times n_d}$ and $C_d \in \mathbb{R}^{n \times n_d}$. Therefore, the underlying discrete system described in (3) and the output equation are rewritten as

$$\begin{bmatrix} \hat{x}(k+1) \\ \hat{y}(k) \end{bmatrix} = A \hat{x}(k) + B^d_d u(k) + B^r r^e (k) + E^e + w(k), \quad \hat{x}(0) = \bar{x}(t_0),$$

(12)

where $\hat{x}(k) = [x^e(k) \; d^e(k)]'$ denotes the augmented state, $\hat{y}$ is the augmented output, and the augmented matrices of the new system (12) are given by $\hat{A} = [A \; 0], \quad \hat{B}^d = [B^d ; 0], \quad \hat{B}^e = [B^e ; 0], \quad E^e = [E^e ; 0], \quad \bar{C} = [C \; C_d], \quad \text{and} \quad B^d = e^{AT} B_d$. Additionally, the term $w(k)$ denotes a zero-mean and $Q$-covariance Gaussian process noise entering into the states, and $\nu(k)$ is a zero-mean and $R$-covariance Gaussian process noise affecting the measure of the system. Afterward, the condition in which the state and the disturbance can be
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estimated is that the pair \((\tilde{C}, \tilde{A})\) is observable. It is satisfied if and only if

\[
\text{rank}
\begin{bmatrix}
  \tilde{C} \\
  \tilde{CA} \\
  \vdots \\
  \tilde{CN} + n_d - 1
\end{bmatrix}
= n_x + n_d,
\] (13)

and, then, the state and disturbance estimator is given by

\[
\begin{align*}
\tilde{x}'(k + 1) &= \tilde{A}\tilde{x}'(k) + \tilde{B}_u u(k) + \tilde{B}_r r^+(k) + \tilde{E}',
\end{align*}
\] (14)

in which the gain matrix \(K_e = [K_1 K_2]^T\) is chosen so that the estimator is stable. The selected method to estimate the augmented state is the Kalman estimator \([27]\). This estimator consists of a prediction or a priori stage (15) denoted by \(\hat{x}'\), which is an estimate of \(x'\) before the measurement \(y\) is taken into account, and a correction stage or a posteriori stage (16) denoted by \(\hat{\hat{x}}\), which is the estimate of \(\hat{x}\) after the measurement is processed. \(P_e\) denotes the covariance of the estimation error, \(K_e\) is the Kalman filter gain, and \(R_e\) and \(Q_e\) are the covariance matrices associated with measurement noise and model noise, respectively.

\[
\begin{align*}
\tilde{\tilde{x}}'^-(k + 1) &= \tilde{A}\tilde{\tilde{x}}'^-(k) + \tilde{B}_u u(k) + \tilde{B}_r r^+(k) + \tilde{E}', \\
\hat{P}_e(k + 1) &= \tilde{A}\hat{P}_e(k)\tilde{A}^T + Q_e, \\
K_e(k + 1) &= \hat{P}_e(k + 1)\tilde{C}^T (\tilde{C}\hat{P}_e(k + 1)\tilde{C}^T + R_e)^{-1}, \\
\hat{x}'(k + 1) &= \tilde{x}'(k + 1) \\
&+ K_e(k + 1)\left(\hat{y}(k + 1) - \tilde{C}\tilde{x}'(k + 1)\right), \\
P_e(k + 1) &= (I - K_e(k + 1)\tilde{C})\hat{P}_e(k + 1)(I - K_e(k + 1)\tilde{C})^T \\
&+ K_e(k + 1)R_eK_e(k + 1)
\end{align*}
\] (15)

Assuming that the estimator is stable and the number of disturbances is equal to the number of outputs, in steady state, it satisfies

\[
\begin{bmatrix}
  A' - I & B_u \\
  C & 0
\end{bmatrix}
\begin{bmatrix}
  x_{\infty}' \\
  u_{\infty}'
\end{bmatrix}
= \begin{bmatrix}
  -E' - B_d \hat{d}_{\infty} \\
  y_{\infty}' - C_d \hat{d}_{\infty}
\end{bmatrix},
\] (17)

where the subscript \(\infty\) denotes the steady state values. Given the current augmented state \(\hat{x}'(k)\), the optimization problem coupled with the observation problem to solve in each time step \(k\) is

\[
\begin{align*}
\min_{u_{\infty}} & V_N(\hat{x}'', r', X_{sT}^{\text{tar}}, U_{sT}^{\text{tar}}; u, u_{\infty}, x_a) \\
\text{s.t.} & \quad \hat{x}'(0) = \hat{x}'(k | k), \\
& \quad \hat{x}'(k + i | k) = \tilde{A}\hat{x}'(k + i - 1 | k) + \tilde{B}_u u'(k + i - 1 | k) \\
& \quad + \tilde{B}_r r'(k + i - 1 | k) + \tilde{E}', \\
& \quad \hat{y}(k + i | k) = \tilde{C}\hat{x}'(k + i | k), \\
& \quad u'(k + i | k) \in U, \\
& \quad x'(k + i | k) \in X, \\
& \quad x'(k + N | k) = x_a, \\
& \quad x_a = A'x_a + B'_u u_a + E_d + \hat{d}' ,
\end{align*}
\] (18)

In (18) the terms \(x_a = A'x_a + B'_u u_a + B'_d + \hat{d}'\) and \(y_a = Cx_a + C_d d(k + i | k)\) refer to the equilibrium constraint of the controller. Note that, as in the nominal MPC formulation (see Section 2.2), the intake of meals is available information for the control strategy, but it will not be used since a secondary objective of the control is to be able to counteract the unknown disturbances, and then the meals will be considered as unannounced.

### 3. Results and Discussion

#### 3.1. Glycemia Control in T1DM Patients: Comparison of Six MPC Strategies

In this subsection, different MPC strategies for discrete and impulsive systems, applied to the TIDM treatment problem, are compared. These strategies are the standard discrete MPC (dMPC) \([24]\), the discrete ZMPC (dZMPC) with slack variable \([26]\), the discrete ZMPC with artificial variables (dZMPC-AV) \([28, 29]\), and the adaptation strategies for impulsive systems: iMPC \([30]\), iZMPC \([22]\), and iZMPC-AV \([10]\); the description of each formulation can be seen in the appendix.
The target zone of glycemia is set as 70 ≤ x ≤ 140 mg/dl, and the reference for all strategies is set in 100 mg/dl. Therefore, the term \( \dot{B}_r(t) \) is not considered in the prediction model. The simulated scenario is based on 33 virtual patients from the UVa/Padova simulator, which has 10 children, 10 adolescents, and 10 adults with their average patients, respectively. The initial condition for \( x_1 \) is set in 120 mg/dl. The objective is to maintain the system in the target zone, even when food intake is entered into the system. The time of the simulation is 24 hours, and meals considered are 50 g of breakfast at 7:00h, lunch of 80g at 12:00h, and dinner of 60g at 21:00h. The prediction horizon \( N \) and the matrices \( Q, R, P \) are adjusted for each patient using the Nelder-Mead method for autotuning to maximize the time inside the target zone \([31]\). This tuning procedure is appropriate for in silico environments but other strategies have to be considered for use in real-life conditions such as the one presented in \([32]\). To all patients, the constraint sets are \( [0, 0, 0] \leq X \leq [1000, 10, 10] \) and \( 0 \leq U \leq 30 \). In addition, the reference for all strategies is set in 100 mg/dl. The target zone of glycemia is set as 80 ≤ \( x_1 \) ≤ 140 for all controllers, and the zone called normoglycemia is defined as 70 ≤ \( x_1 \) ≤ 180. As detailed in \([33]\), a value above that range is considered as level 1 hyperglycemia and a value below it as level 1 hypoglycemia, and the critical events \( x_1 < 54 \) mg/dl and \( x_1 > 250 \) mg/dl are denominated as level 2 hypoglycemia and level 2 hyperglycemia, respectively.

For all virtual patients evaluated, the performance statistics are computed for every strategy as recommended in \([34]\), taking into account the fact that the results presented here are obtained from simulation and not from clinical trials. Table 2 includes the percentage of time in which glycemia is found both in and out of the normoglycemia zone and the amount of hypoglycemia and hyperglycemia events. Furthermore, the mean and standard deviation (SD) of BG with each controller are calculated. For each outcome the median and the interquartile range (IQR) of the population are shown, except for the mean and SD of BG concentration which are normally distributed so that the average and SD of the 11 patients are shown. The glycemia evolution for the 33 patients using the six different control strategies can be seen in the appendix, which shows that all controllers maintain the patients in the safe zone most of the time without risk of level 2 hypoglycemia. From the results, it is inferred that the iZMPC-AV presents a better performance than the other strategies. It has the highest percentage of precise control, achieving an 83.9% (IQR 11.8%) of time inside the target zone with a median of 1 (IQR 2) event that exceeds 180 mg/dl corresponding to 1.3% (7.9%) of the time. According to this, the iZMPC-AV is selected as the controller to be used in the offset-free control strategy, as was anticipated in early sections.

### Table 2: Performance comparison of the MPC strategies for discrete and impulsive systems. Values are medians (interquartile range) unless stated otherwise.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>iMPC</th>
<th>dMPC</th>
<th>iZMPC</th>
<th>dZMPC</th>
<th>iZMPC-AV</th>
<th>dZMPC-AV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (SD) BG (mg/dl)</td>
<td>127.8 (10.7)</td>
<td>121.6 (12.2)</td>
<td>129.2 (4.9)</td>
<td>125.5 (8.8)</td>
<td>112.5 (8.7)</td>
<td>112.3 (8.4)</td>
</tr>
<tr>
<td>SD (SD) (mg/dl)</td>
<td>36.2 (12.7)</td>
<td>30.9 (11.9)</td>
<td>27.9 (12.1)</td>
<td>31.7 (10.9)</td>
<td>27.5 (13.0)</td>
<td>29.0 (12.8)</td>
</tr>
<tr>
<td>Time percentage of BG (%)</td>
<td>&lt; 70 mg/dl</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td>70 ≤ x ≤ 140 mg/dl</td>
<td>73.2 (11.4)</td>
<td>76.9 (11.9)</td>
<td>74.1 (7.8)</td>
<td>75.2 (11.3)</td>
<td>83.9 (11.8)</td>
</tr>
<tr>
<td></td>
<td>&gt; 180 mg/dl</td>
<td>91.5 (14.6)</td>
<td>94.9 (14.8)</td>
<td>94.9 (9.5)</td>
<td>93.8 (11.1)</td>
<td>98.7 (79)</td>
</tr>
<tr>
<td></td>
<td>&gt; 250 mg/dl</td>
<td>8.5 (14.6)</td>
<td>5.1 (14.8)</td>
<td>5.0 (9.5)</td>
<td>6.1 (11.4)</td>
<td>1.3 (7.9)</td>
</tr>
<tr>
<td></td>
<td>&gt; 300 mg/dl</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Number of events BG (%)</td>
<td>&lt; 70 mg/dl</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td>&gt; 180 mg/dl</td>
<td>2 (2)</td>
<td>2 (3)</td>
<td>1 (2)</td>
<td>1 (2)</td>
<td>1 (2)</td>
</tr>
<tr>
<td></td>
<td>&gt; 250 mg/dl</td>
<td>0 (1)</td>
<td>0 (1)</td>
<td>0 (1)</td>
<td>0 (1)</td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td>&gt; 300 mg/dl</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

3.2. Sensitivity Analysis. The sensitivity function defined in \( (9) \) and given by the differential equation \( (10) \) is solved simultaneously with \( x \) to obtain its time evolution. The proposed simulation scenario consists of two days, only one of which includes the intake of carbohydrates, with the purpose of demonstrating the sensitivity to parameters during fasting and when there is meal intake. The considered meals are 50g at 7:00h, 80g at 12:00h, and 60g at 21:00h. In Figure 1, the magnitude of the sensitivity of glycemia to \( p_j \), denoted as \( \| S_{x_1} p_j \| \), is plotted for the average adult as illustration. The parameters are categorized according to the behavior of the sensitivity magnitude, noticing similar responses to \( p_0, p_1, p_2, p_3 \) associated with glycemia; \( p_4, p_5, p_6, p_7 \) with insulin; and \( p_8, p_9, p_{10}, p_{11} \) with intake of carbohydrates.
According to $\|S_{x_i}, P\|$, the parameters $p_0, p_1, p_2, p_3, p_5,$ and $p_8$ are selected as the most influential in blood glucose concentration. Therefore, the simulation of the plant-model mismatch is done when variations in these parameters are considered. The closed-loop system with the iZMPC-AV control strategy is simulated for variations of 10%, 30%, and 50% in the selected parameters and illustrated using the average patient. The behavior of glycemia in the second day confirms the offset provoked by these variations. In Figure 2, the effect of each of these is depicted and the following statements are established:

(i) By increasing the parameter $p_0$ in the plant, less amount of insulin is required. As the prediction model has a lower value of $p_0$, the controller overestimates the necessary dose of insulin and thus the glycemia decreases. If the value of $p_0$ is reduced, the required insulin is higher, but the controller underestimates the amount of insulin, which causes hyperglycemia.

(ii) Variations above the nominal value of $p_1$ steer to lower levels of BG, obtaining hypoglycemia events. This is because the patient is more sensitive to insulin and therefore requires a smaller amount in each dose, whereas, as the prediction model has a lower value of the parameter, the calculated insulin dose is higher than the actually needed. When insulin action effectiveness parameter is lower than the nominal value, the glycemia increases and hyperglycemia events may occur.

(iii) The variations in parameter $p_2$, corresponding to carbohydrate bioavailability, directly reduce or increase...
BG levels at the moment of the carbohydrate intake. When the real value of $p_2$ increases, the patient gets more sensitive to meal disturbances and episodes of hyperglycemia in the postprandial period are of greater magnitude. When the real value of $p_2$ is lower than the identified parameter, the effect of meals in the BG levels is reduced.

(iv) Variations in $p_3$ affect glycemia at the time of meals and at steady state. An increase in this parameter leads to an increment of glycemia and it tends to hyperglycemia events. A decrease in the parameter results in a reduction of BG levels and then in hypoglycemia events.

(v) Changes in the parameter $p_3$ are more critical at the time of meals and when its real value is less than the nominal value, leading to hypoglycemia episodes. When the effectiveness of insulin diffusion is greater, the glycemia rises.

(vi) Variations in $p_8$ have an effect on glycemia only at the time of meals. When it is augmented, the glycemia is more sensitive to meal disturbances due to a longer time of diffusion of carbohydrates, leading the patient to have hyperglycemia episodes. By decreasing the value of the parameter, glycemia is reduced in the postprandial period. There is no offset presented because of its dependence on carbohydrate intake.

3.3. Offset-Free Strategy for Glycemia Control with Plant-Model Mismatch. In this subsection, the iZMPC-AV strategy is affected by parameter variations. These variations normally appear in association with exercise, the dawn phenomenon, production of endogenous glucose, among others [35]. As was illustrated in the above subsection, depending on the magnitude of the parameter variation, the iZMPC-AV strategy cannot compensate the disturbance to maintain the adequate control. For that reason, the offset-free iZMPC-AV (iZMPC-AV-OF) strategy is designed. Its performance is evaluated and compared with the iZMPC-AV without the
As $x_1$ is the only measured state that corresponds to glycemia, the state variables $x_2$, $x_3$, $x_4$, and $x_5$ must be estimated, as well as the disturbance $d$ to correct the steady state mismatch. The simulation consists of 36 hours, starting at 0:00h. The meals considered are a breakfast of 50g at 7:00h, a lunch of 80g at 12:00h, and a dinner of 60g at 21:00h. The control objective is to drive glycemia to the zone between 70 mg/dl and 180 mg/dl and remain there as long as possible. The control strategies do not consider meal announcements.

To illustrate the resulting effect when the offset-free strategy is used, Figure 3 depicts a comparison of the evolution of the glycemia and the insulin doses for the average offset-free strategy (iZMPC-AV-NOF) under the next two different scenarios:

**Scenario 1.** Variation of the parameters to induce hyperglycemia: the parameters $p_2, p_3, p_5$, and $p_8$ are increased with respect to their nominal values and parameters $p_0$ and $p_1$ are decreased by the same percentages.

**Scenario 2.** Variation of the parameters to induce hypoglycemia: the parameters $p_0$ and $p_1$ are increased with respect to their nominal values and parameters $p_2, p_3, p_5$, and $p_8$ are decreased by the same percentages.
adult patient under Scenario 2 considering variations of 0% (nominal situation), 30%, and 50%. The dashed lines are produced when the plant is controlled with the iZMPC-AV-NOF strategy, and the solid lines when the iZMPC-AV-OF strategy is applied. The maximum variation in parameters before the occurrence of hypoglycemia events (or prolonged hyperglycemia events) is established at 50% of the nominal values of the parameters. Meals are only given on the first day to expose the correction at steady state of the second day.

It is noticed that with the iZMPC-AV-NOF the glycemia levels are adequately regulated when the plant and the model are equal, but they decrease to critical BG levels when there are parameter variations of 30% and 50%, maintaining glycemia below 50 mg/dl at meal times. At steady state (from 3:00h to 36:00h), the offset is well appreciated since the glycemia is out of the target zone. This behavior shows the need to apply a strategy that compensates the plant-model mismatch. On the other hand, the iZMPC-AV-OF manages to maintain the glycemia in the desired zone despite the variations. For variations of 30%, the glycemia remains above 80 mg/dl, and for variations of 50% the glycemia remains between 70 and 180 mg/dl and the effect of meal disturbances is reduced. When the iZMPC-AV-OF is applied to the nominal model, the behavior is very similar to that obtained with the iZMPC-AV-NOF; there are negligible differences at meal times, but at steady state the behavior is the same.

Regarding the control action for both strategies, when there is a plant-model mismatch and the iZMPC-AV-NOF is applied, it is observed that the offset at steady state is given by a miscalculation of the doses of insulin that are administered. The basal insulin is greater than that needed for the plant with the mismatch. In contrast, when applying the iZMPC-AV-OF strategy, the amount of basal insulin administered is corrected, and the dose is reduced. Finally, for the nominal model, it is seen that the basal has the same magnitude for the iZMPC-AV-NOF and the iZMPC-AV-OF.

The performances of iZMPC-AV-NOF and iZMPC-AV-OF, both in Scenarios 1 and 2, are compared using the Control Variability Grid Analysis (CVGA) [36]. Figure 4 shows the CVGA for the 10 adult patients and the average adult patient. Black color corresponds to the extreme glucose excursions for the 10 patients when the iZMPC-AV-NOF is used, and white color corresponds to the extreme excursions when the iZMPC-AV-OF is used. For Scenario 1, variations of 30% and 50% are represented by the triangle and diamond marker, respectively. For Scenario 2, 30%, and 50% variations are represented by the square and circle marker, respectively.

It is evident that the iZMPC-AV-OF achieves better results than the iZMPC-AV-NOF for each case. For Scenario 1, it can be seen that with the iZMPC-AV-NOF most patients have excursions in level 2 hyperglycemia, obtaining excursions greater than 400 mg/dl for variations of 50%. Meanwhile, with the iZMPC-AV-OF strategy, the population is moved to lower levels of BG; for variations of 30%, the iZMPC-AV-OF maintains all patients with benign control deviations (zone B), and for 50% variations, 55% of the cases show benign deviations into hyperglycemia (zone upper B). In Scenario 2, more critical results are obtained with the iZMPC-AV-NOF strategy, since there are only 4 cases for variations of 30% that do not present level 2 hypoglycemia. When applying the iZMPC-AV-OF strategy, the BG levels are augmented, moving the population to a safe control (zone A+B), and for variations of 50% there is a safe control in 64% of the cases and an overcorrection of hyperglycemia (zone lower C) for 36% of the cases.

Figure 5 shows the median of the 11 patients when applying the iZMPC-AV-OF strategy for the same simulation scenarios described above. In addition, the region between the 25th and 75th percentiles of the glycemia is displayed. From this range, it can be observed that in all cases the BG is regulated within the target zone at steady state. The minimum glycemia curves show that there are no level 2 hypoglycemia events. For variations to induce hypoglycemia (Scenario 2), the BG is maintained in the normoglycemia zone for all patients, and then the risk of postprandial hyperglycemia and induced hypoglycemia is eliminated.
The glucose control metrics of the 11 patients in each variation scenario to induce hyperglycemia and hypoglycemia are shown in Table 3. From the results with the iZMPC-AV-NOF it is possible to reaffirm the need for an extra strategy to compensate the plant-model mismatch. With each variation, the percentage of time in normoglycemia decreases significantly, obtaining 30.0% (IQR 3.3%) of the time in normoglycemia with the variations of 50% in Scenario 1 and 38.2% (45.3%) in Scenario 2, and driving BG to level 2 hyperglycemia and level 2 hypoglycemia during a high percentage of time, 43.4% (10.2%) and 37.5% (35.4%), respectively. On the other hand, a greater percentage of time can be noticed in the target when the iZMPC-AV-OF is applied. In Scenario 1, for variations of the parameters to induce hyperglycemia, it is possible to maintain the glycemia in the zone 70-140 mg/dl for a percentage of time greater than 70%. Only 3.6% (4.2%) of the time is obtained in level 2 hyperglycemia for variations up to 50%, reaching a maximum of 306.04 mg/dl in a patient. In Scenario 2, when variations to induce hypoglycemia are made, a significant increase in the percentage of time in the same zone is noticed, maintaining glycemia in the target more than 90% of the time. In this scenario there are no episodes of level 2 hyperglycemia or hypoglycemia. For greater variations of the parameters in Scenario 1, the percentage of time in the target zone is less than 70%, so that it is considered that variations up to 50% are adequately compensated with the iZMPC-AV-OF strategy.

To complement the results obtained with the offset-free strategy, a comparison between the dZMPC without offset-free strategy (dZMPC-NOF) and the offset-free dZMPC (dZMPC-OF) is done in order to illustrate the effect in a discrete scheme. For that goal, in Figure 6 the same simulation scenarios used in Figure 3 are taken into account. Then it shows a comparison of the evolution of the glycemia and the insulin doses for the average adult patient.

As observed with the iZMPC-AV-NOF, the dZMPC-NOF adequately regulates the glycemia when there is no plant-model mismatch, but BG levels fall below 54 mg/dl when there are parameter variations of 30% and 50%. Contrarily, with the dZMPC-OF, the glycemia remains in the desired zone despite the variations; it completely eliminates the offset at steady state and reduces the effect of meal intake. However, it is observed that for 30% variations, BG levels fall almost to the limit of normoglycemia due to the late postprandial effect, which was not evidenced with the iZMPC-AV-OF in Figure 3 for the same percentage of variation. Furthermore, it can be seen that the offset in steady state with the dZMPC-NOF is given by a miscalculation of insulin doses, administering a greater amount of basal insulin than that needed for the patient; when applying the offset-free strategy, the amount of basal insulin administered is reduced. Finally, from Figures 3 and 6, the difference of the control action of a discrete system and an impulsive system can be recognized. In the impulsive case, the magnitude of each infusion of insulin is greater than that in the discrete case, because insulin is not delivered continuously but in every period of time.

The performance metrics obtained with the dZMPC-NOF and dZMPC-OF are reported in Table 4. The improvement obtained by applying the dZMPC-OF in relation to the dZMPC-NOF is evident. For the variations of 50%, in Scenario 1, 8.5% (IQR 32.9%) of the time in normoglycemia results when the dZMPC-NOF is used compared to 71.1% (13.0%) of the time when the dZMPC-OF is used; there is also a big difference in Scenario 2, since there is only 29.7% (15.6%) of time in normoglycemia with the dZMPC-NOF compared to 95.8% (10.3%) with the dZMPC-OF. It is possible to see how the mean of BG is reduced in Scenario 1 and increased in Scenario 2, reaching the desired zone, when applying the dZMPC-OF for each variation.
Table 3: Performance comparison of the iZMPC-AV-NOF and iZMPC-AV-OF strategies. Values are medians (interquartile range) unless stated otherwise.

<table>
<thead>
<tr>
<th>Scenario 1: variations to induce hyperglycemia</th>
<th>Scenario 2: variations to induce hypoglycemia</th>
</tr>
</thead>
<tbody>
<tr>
<td>10% %</td>
<td>50% %</td>
</tr>
<tr>
<td><strong>Strategy</strong></td>
<td><strong>Mean (SD)BG (mg/dl)</strong></td>
</tr>
</tbody>
</table>

### Nominal 15%

- **Strategy** | **Mean (SD)BG (mg/dl)** | **SD (SD) (mg/dl)** | **Time percentage of BG (%)** | **Number of events BG (%)** |
- **< 54 mg/dl** | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) |
- **< 60 mg/dl** | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) |
- **< 70 mg/dl** | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) |
- **> 70 mg/dl** | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) |
- **< 180 mg/dl** | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) |
- **> 180 mg/dl** | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) |
- **> 250 mg/dl** | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) |
- **> 300 mg/dl** | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) | 0 (0) |
Lastly, in Figure 7 the median of the 11 patients and the region between the 25th and 75th percentiles of the glycemia is displayed when applying the iZMPC-AV-OF strategy considering a robustness test with different meals, parameter variations of 30% in Scenario 2, and sensor noise (i.e., the CGM signal is used instead of the glycemia). The meals consist of 50g at 6:00h, 20g at 9:00h, 90g at 13:00h, 20g at 17:00h, and 70g at 22:00h. The accuracy and dynamics of continuous glucose sensors have been studied in [37]. The noise is then modeled as an ARMA process with a non-Gaussian noise following the Johnson distribution. The percentage of time in the target zone corresponds to 81.56%; it has 15 events of level 1 hypoglycemia and 2 events of level 2 hypoglycemia corresponding to 6.82% and 0.25% of the time, respectively; there is one event of hyperglycemia with a percentage of time of 2.84%. It is noticed that, during the second day, the glycemia reaches its steady state without offset (it achieves the target zone).

4. Conclusions

A performance comparison of the different MPC strategies for discrete and impulsive systems, applied to the T1DM treatment problem, was done in a simulation environment by means of the UVA/Padova simulator. All these strategies were tested against meal disturbances, without announcement to
Table 4: Performance comparison of the dZMPC-NOF and dZMPC-OF strategies. Values are medians (interquartile range) unless stated otherwise.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Scenario 1: variations to induce hyperglycemia</th>
<th>Scenario 2: variations to induce hypoglycemia</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nominal 10%</td>
<td>30%</td>
</tr>
<tr>
<td>Mean (SD) BG (mg/dl)</td>
<td>111.9 (4.9)</td>
<td>128.2 (11.8)</td>
</tr>
<tr>
<td>SD (SD) (mg/dl)</td>
<td>21.8 (5.5)</td>
<td>29.6 (5.7)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Time percentage of BG (%)</th>
<th>&lt; 54 mg/dl</th>
<th>&lt; 60 mg/dl</th>
<th>&lt; 70 mg/dl</th>
<th>&gt; 70 mg/dl</th>
<th>&gt; 70 mg/dl</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 54 mg/dl</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>&lt; 60 mg/dl</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>&lt; 70 mg/dl</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>&gt; 70 mg/dl</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>&gt; 70 mg/dl</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>&gt; 180 mg/dl</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>&gt; 250 mg/dl</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>&gt; 300 mg/dl</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Number of events BG (%)</th>
<th>&lt; 54 mg/dl</th>
<th>&lt; 60 mg/dl</th>
<th>&lt; 70 mg/dl</th>
<th>&gt; 70 mg/dl</th>
<th>&gt; 70 mg/dl</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 54 mg/dl</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>&lt; 60 mg/dl</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>&lt; 70 mg/dl</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>&gt; 70 mg/dl</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>&gt; 70 mg/dl</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>&gt; 180 mg/dl</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>&gt; 250 mg/dl</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>&gt; 300 mg/dl</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>
the control strategy. The use of ZMPC strategies seems to be adequate for the T1DM treatment, since it applies enough insulin to maintain the blood glucose in the target zone, eliminating the need to administer greater amount of insulin in each dose to reach a set-point and fulfill constraints. The iZMPC-AV presents the least percentage of time out of the normoglycemia zone. One of its main benefits is that it has an enlarged domain of attraction due to the artificial intermediary variables and the application of the basal as small boluses instead of a continuous dose because of the impulsive scheme.

The main goal of this work is to propose a control strategy based on the iZMPC-AV for the glycemic regulation problem in type 1 diabetic patients, including a plant-model mismatch caused by variations in the parameters. The iZMPC-AV-OF strategy is then used to treat the problem. The main achievement of this control application is to maintain the blood glucose level within the target zone of normoglycemia, decreasing hypoglycemia and hyperglycemia events caused by parameter variations and carbohydrate intake.

By simulating two scenarios for 11 adult virtual patients, satisfactory performances were achieved. It was shown that the dZMPC-OF and iZMPC-AV-OF strategies maintain the glycemia in the normal range (70-180 mg/dl) for variations up to 50%. Hypoglycemia episodes were successfully avoided and hyperglycemia events were minimized. In Scenario 1, when the variations are made to induce hyperglycemia, the percentage time in the target zone exceeds 70% by applying the iZMPC-AV-OF strategy, while in Scenario 2, when variations to induce hypoglycemia are made, the percentage of time increases over 90%. This is because of two main reasons: (i) variations in the parameters, in Scenario 2, associated with carbohydrates favor the reduction of hyperglycemia peaks in postprandial times, and (ii) the controller manages to reduce the episodes of hypoglycemia, maintaining glycemia in the target zone for approximately 90% of the time.

This work presents a first step to counteract the plant-model mismatch inherent in a biomedical problem such as the treatment of type 1 diabetes mellitus. The results are obtained in a limited simulation environment built with the UVa/Padova simulator, which tend to have more counter-regulation on low glycemic values than that observed in real subjects. Although the results are very good, it is necessary to remember that the simulated scenarios do not exactly describe real-life conditions. For further works more realistic scenarios will be taken into account, including temporary disturbances in the parameters given by exercise, the dawn phenomenon, insulin sensitivity, and the time constant of insulin absorption. In addition, an analysis of the noise given by the glucose sensor must be considered in more detail, which, having a nonzero-mean, can alter the elimination of the offset.

Appendix

A. MPC Formulations to Treat Type 1 Diabetes

A.1. Discrete-Time Formulations. The discrete control strategies are formulated taking into account the discrete-time affine model of the form

\[ x(k+1) = A_Dx(k) + B_{uD}u(k) + B_{rD}r(k) + E_{D}, \]

\[ y(k) = C_{D}x(k), \]

where matrices \( A_D, B_{uD}, B_{rD}, E_{D}, \) and \( C_D \) are the discrete matrices of system 2.1.

A.1.1. Standard Discrete MPC (dMPC) [24]. The cost function to be minimized is quadratic; it penalizes the deviation of the state \( x \) with respect to a reference \( x_{\text{ref}} \), the deviation of the input \( u \), and the reference input \( u_{\text{ref}} \) to achieve the state target and a terminal cost to ensure convergence at the end of the prediction horizon \( N \):

\[ V_N(x, r, x_{\text{ref}}, u_{\text{ref}}; u) = V_{\text{dyn}}(x, r, x_{\text{ref}}, u_{\text{ref}}; u) + V_f(x, r, x_{\text{ref}}), \]
where $V_{\text{dyn}}$ and $V_f$ are

$$V_{\text{dyn}}(x, r, x_{\text{ref}}, u_{\text{ref}}; u) = \sum_{i=0}^{N-1} \left\| x(k+i | k) - x_{\text{ref}} \right\|^2_Q + \left\| u(k+i | k) - u_{\text{ref}} \right\|^2_R,$$

$$V_f(x, r, x_{\text{ref}}) = \left\| x(k+N | k) - x_{\text{ref}} \right\|^2_p. \quad (A.4)$$

Considering the state and input constraints, the MPC problem to be solved at each time step $k$ is

$$\min_u V_N(x, r, x_{\text{ref}}, u_{\text{ref}}; u)$$

subject to

$$x(0) = x(k | k),$$

$$x(k+i | k) = A_D x(k+i-1 | k) + B_D u(k+i-1 | k) + E_D,$$

$$u(k+i | k) \in U,$$

$$x(k+i | k) \in X,$$

in which the solution is the input trajectory $u = \{u(k | k), \ldots, u(k+N-1 | k)\}$, and the first element of the sequence $u(k | k)$ is applied to the plant. Figure 8 depicts the glycemia time evolution for the 33 patients of the UVa/Padova simulator when the dMPC strategy is applied to the system. The scenario of simulation is explained in Section 3.1.

A.1.2. Discrete Zone MPC (dZMPC) [26]. The dZMPC is formulated adding a new decision variable $\delta$ and defining its upper and lower limits; this creates a zone where the cost is zero when the predicted variables are inside the target zone and different from zero when they are outside it. The cost function is then given by

$$V_N(x, r, x_{\text{ref}}, u_{\text{ref}}; u, \delta)$$

$$V_{\text{dyn}}(x, r, x_{\text{ref}}, u_{\text{ref}}; u, \delta) + V_f(x, r, x_{\text{ref}}, \delta), \quad (A.6)$$

where $V_{\text{dyn}}$ and $V_f$ are

$$V_{\text{dyn}}(x, r, x_{\text{ref}}, u_{\text{ref}}; u, \delta)$$

$$= \sum_{i=0}^{N-1} \left\| x(k+i | k) - x_{\text{ref}} + \delta \right\|^2_Q + \left\| u(k+i | k) - u_{\text{ref}} \right\|^2_R,$$

$$V_f(x, r, x_{\text{ref}}; \delta) = \left\| x(k+N | k) - x_{\text{ref}} + \delta \right\|^2_p. \quad (A.8)$$

The parameters $x_{\text{ref}}$ and $u_{\text{ref}}$ are selected as a reference inside the target zone. Considering the state and input constraints, the MPC problem to be solved at each time step $k$ is

$$\min_{u, \delta} V_N(x, r, x_{\text{ref}}, u_{\text{ref}}; u, \delta)$$

subject to

$$x(0) = x(k | k),$$

$$x(k+i | k) = A_D x(k+i-1 | k) + B_D u(k+i-1 | k) + E_D,$$

$$u(k+i | k) \in U,$$

$$x(k+i | k) \in X,$$

$$\delta_{\text{min}} \leq \delta \leq \delta_{\text{max}},$$

in which $u$ is the input sequence to the plant, $x$ is the state vector, and $\delta$ is the decision variable that defines the zone. The solution is the input trajectory $u = \{u(k | k), \ldots, u(k+N-1 | k)\}$.
A.1.3. Discrete Zone MPC with Artificial Variables (dZMPC-AV) [29]. In this formulation the set-point concept is changed and the system is lead to a target equilibrium set \( X_{Tar} \subseteq X_s \), with its associated input set \( U_{Tar} \subseteq U_s \), where \( X_s \) and \( U_s \) are the equilibrium sets of the system. The iZMPC-AV consist of four ingredients: (i) the use of artificial/intermediary equilibrium variables \( (x_{a}, u_{a}) \in X_s \times U_s \), (ii) a cost to penalize the deviation between the predicted state and input \((x, u)\) and the artificial equilibrium \((x_{a}, u_{a})\), (iii) a terminal cost to penalize the deviation between the artificial variables and the target sets \( X_{Tar}^{s}, U_{Tar}^{s} \), and (iv) a terminal constraint to guarantee that the state \( x \) achieves the artificial variable at the end of the horizon. The cost function is

\[
V_N \left( x, r, X_{Tar}^{s}, U_{Tar}^{s}; x_{a}, u_{a}, x_{a} \right) = V_{dyn} \left( x, r, x_{a}, u_{a}, x_{a} \right) + V_f \left( X_{Tar}^{s}, U_{Tar}^{s}; x_{a}, u_{a}, x_{a} \right),
\]

where \( V_{dyn} \) and \( V_f \) are as follows.

\[
V_{dyn} \left( x, r, x_{a}, u_{a}, x_{a} \right) = \sum_{i=0}^{N-1} \left\| x (k+i | k) - x_{a} \right\|_{Q}^2 + \sum_{i=0}^{N-1} \left\| u (k+i | k) - u_{a} \right\|_{R}^2,
\]

\[
V_f \left( X_{Tar}^{s}, U_{Tar}^{s}; x_{a}, u_{a}, x_{a} \right) = P \left( dist_{X_{Tar}^{s}} (x_{a}) + dist_{U_{Tar}^{s}} (u_{a}) \right)
\]

The MPC problem is

\[
\min_{u_{a}, x_{a}} V_N \left( x, r, X_{Tar}^{s}, U_{Tar}^{s}; x_{a}, u_{a}, x_{a} \right) \quad \text{s.t.} \quad x (0) = x (k | k), \quad x (k+i | k) = A_{Dx} x (k+i-1 | k) + B_{Dx} u (k+i-1 | k) + E_{Dx}, \quad u (k+i | k) \in U, \quad x (k+i | k) \in X, \quad x (k+N | k) = x_{a}, \quad x_{a} = A_{Dx} x_{a} + B_{Dx} u_{a} + E_{Dx}, \quad (x_{a} \in X_{a}, u_{a} \in U_{a})
\]

in which the solution is the input trajectory \( u = \{u(k | k), \ldots, u(k+N-1 | k)\} \), and the first element of the sequence \( u(k | k) \) is applied to the plant. Figure 9 shows results of this strategy under the scenario defined in Section 3.1.

A.2. Impulsive-Time Formulations. For the next three MPC formulations, the considered model is the underlying discrete-time subsystem (3) that represents the impulsive system (2) at the impulse times \( r_k \).
A.2.1. Standard Impulsive MPC (iMPC) [30]. The cost function to be minimized has the same form as ((A.2)-(A.4)) to penalize the deviation of the state and input \((x, u)\) with respect to a reference \((x_{ref}, u_{ref})\):

\[
V_N\left(x^*, r^*, x_{ref}, u_{ref}; u\right) = V_{dyn}\left(x^*, r^*, x_{ref}, u_{ref}; u\right) + V_f\left(x^*, r^*, x_{ref}\right),
\]

where \(V_{dyn}\) and \(V_f\) are

\[
V_{dyn}\left(x^*, r^*, x_{ref}, u_{ref}; u\right) = \sum_{i=0}^{N-1} \left\| x^* (k + i | k) - x_{ref}\right\|^2_Q + \left\| u^* (k + i | k) - u_{ref}\right\|^2_R,
\]

\[
V_f\left(x^*, r^*, x_{ref}\right) = \left\| x^* (k + N | k) - x_{ref}\right\|^2_P.
\]

Considering the state and input constraints, the MPC problem to be solved at each time step \(k\) is

\[
\min_{u} V_N\left(x^*, r^*, x_{ref}, u_{ref}; u\right)
\]

\[s.t. \quad x^* (0) = x^* (k | k),
\]

\[
x^* (k + i | k) = A^* x^* (k + i - 1 | k) + B^* r^* (k + i - 1 | k) + E^* u^* (k + i - 1 | k)
\]

in which the solution is the input trajectory \(u = \{u^* (k | k), \ldots, u^* (k + N - 1 | k)\}\), and the first element of the sequence \(u^*(k | k)\) is applied to the plant. Figure 11 shows the results of this strategy under the scenario defined in Section 3.1.

A.2.2. Impulsive Zone MPC (iZMPC) [22]. The iZMPC is formulated in a similar manner to the corresponding discrete formulation by using a new decision variable \(\delta\), which makes the cost zero when the predicted variables are inside the target zone and different from zero when they are outside it. The cost function is then given by

\[
V_N\left(x^*, r^*, x_{ref}, u_{ref}; u, \delta\right) = V_{dyn}\left(x^*, r^*, x_{ref}, u_{ref}; u, \delta\right) + V_f\left(x^*, r^*, x_{ref}; \delta\right),
\]

where \(V_{dyn}\) and \(V_f\) are

\[
V_{dyn}\left(x^*, r^*, x_{ref}, u_{ref}; u, \delta\right) = \sum_{i=0}^{N-1} \left\| x^* (k + i | k) - x_{ref} + \delta\right\|^2_Q + \left\| u^* (k + i | k) - u_{ref}\right\|^2_R,
\]

\[
V_f\left(x^*, r^*, x_{ref}; \delta\right) = \left\| x^* (k + N | k) - x_{ref} + \delta\right\|^2_P.
\]

The parameters \(x_{ref}\) and \(u_{ref}\) are selected as a reference inside the target zone. Considering the state and input constraints, the MPC problem to be solved at each time step \(k\) is

\[
\min_{u, \delta} V_N\left(x^*, r^*, x_{ref}, u_{ref}; u, \delta\right)
\]
in which the solution is the input trajectory \( u = \{ u^r(k | k), \ldots, u^r(k+ N-1 | k) \} \), and the first element of the sequence \( u^r(k | k) \) is applied to the plant. In Figure 12 its corresponding results are plotted.

\[
\begin{align*}
\text{s.t.} \quad & x^r(0) = x^r(k | k), \\
& x^r(k + i | k) \\
& = A^r x^r(k + i - 1 | k) + B^r u^r(k + i - 1 | k) \\
& + B^r r^r(k + i - 1 | k) + E^r, \\
& u^r(k + i | k) \in U, \\
& x^r(k + i | k) \in X, \\
& \delta_{\text{min}} \leq \delta \leq \delta_{\text{max}},
\end{align*}
\]  
(A.21)
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Glucose regulation - iZMPC
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Figure 12: Blood glucose regulation for 33 virtual patients using iZMPC.

Glucose regulation - iZMPC-AV
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Figure 13: Blood glucose regulation for 33 virtual patients using the iZMPC-AV.
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