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1. Introduction

In recent years, space formation flying has drawn a great deal of interests for missions in and beyond Lower Earth Orbit (LEO) [1]. Unlike a single large satellite, space formation flying is an effective and flexible mode of multiple small satellites, in which small satellites remain in a relatively stable distance and orientation and maintain connection using intersatellite communications. The common types of formation configurations include trailing, cluster, and constellation formation flying pattern. And the orbit of spacecraft can be considered as Keplerian orbits (KO) or non-Keplerian orbits (NKO) [2–4]. The different formation configurations and orbit models need different parameters such as the frequency allocation, data rate, modulation schemes, power control, and antenna design, which affect the performance of the intersatellite communications. The efficient and reliable intersatellite communications enable time synchronization and autonomous control of the attitude and position. However, the communication links are influenced by the limitations of small satellites such as limited power, antenna size, computing capabilities, and intermittent channels [5]. Due to the advantages of impulse-radio ultrawideband (IR-UWB) technology, UWB is a suitable choice for the physical layer of intersatellite communications [6, 7].

In some space formation flying applications, the number of small satellites is often very large. For example, the QB-50 mission funded by the European Union has 50 small satellites flying in formation and the MAGNAS system comprises 4 space formation swarms, with 6 small satellites and 1 mother spacecraft in each swarm [5]. In order to ensure the reliability and validity of multisatellite communications, the multiple access interference (MAI) suppression is the key technique that we consider in this paper.

Multiple access approaches are necessary MAI suppression techniques at transmitters. Time hopping multiple access (THMA) and direct sequence multiple access (DSMA) are considered as the common multiple access approaches for IR-UWB systems. In the time hopping ultrawideband (TH-UWB) system, each symbol is represented by a sequence of pulses with specific relative delays...
which are determined by the TH code assigned to each user. Unlike THMA scheme, DSMA is similar to code division multiple access (CDMA) which improves multiple access potential and user capacity by applying orthogonal pseudo noise (PN) codes [8]. MA capabilities of both schemes are provided by using different sequences for different users. In this paper, we consider the DS-UWB as the physical layer technology for space formation flying. However, MAI cannot be completely suppressed by using DSMA scheme owing to the incomplete orthogonality of PN codes and large user number. Concerning this problem, multiuser detection (MUD) is applied as an effective MAI suppression method at receivers. Consequently, the MUD algorithm is the key technique which is essential to cope with MAI for DS-UWB systems [9].

In this paper, we propose a Gaussian mixture model-based multiuser detection algorithm which is called GMM-MUD for DS-UWB-based space formation flying systems. We first establish the system model of space formation flying based on DS-UWB, and the outer space channel is considered as the additive white Gaussian noise (AWGN) channel. Concerning the DS-UWB system model, multiuser signals are received by using a set of matched filters corresponding to each user which utilize the correlations between received signals and the template signals. The received bits may be error due to MAI and channel noise. A preprocessing method which is called bit mapping (BM) is applied to the multiuser detector to map the received bits to the mapping space. The probability distributions of error bits and correct bits in mapping space are different obviously. We use GMM to represent the different distributions of error bits and correct bits in mapping space. In order to estimate parameters in GMM, expectation-maximization (EM) iterative algorithm is used in this paper. Then, the threshold value of received bits considered as error bits can be given based on the GMM. Hence, we distinguish and correct the error bits to improve the performances in terms of bit error rate (BER), user capacity, and near-far resistance which are validated by computer simulations.

The rest of this paper is organized as follows. In Section 2, we provide a review of existing works on MUD algorithms. In Section 3, we describe the model of DS-UWB system, including the transmitter model, the intersatellite communication links, and the receiver model. In Section 4, the GMM-MUD algorithm is proposed and the block diagram of GMM-based multiuser detector is given. The simulation results and discussion are shown in Section 5. Finally, Section 6 concludes this paper.

2. Related Work

There has been a great quantity of literature on MUD to suppress MAI at receivers. A conventional multiuser detector consists of a set of matched filters corresponding to different users followed by multiuser detectors based on various MUD algorithms. The matched filter can be considered as the simplest multiuser detector termed as single-user detection (SUD) with the multiple access scheme applied to communication systems [10]. In this case, the desired signal can be detected by using the correlation between the desired signal and the corresponding template signal, and the interfering signals are considered as noise. Unlike the single-user detector, the multiuser detector jointly detects all signals transmitted from multiple users by using MUD algorithm. Verdú proposed optimal multiuser detection (OMD) based on the maximum likelihood sequence estimator (MLSE) to minimize the probability of error bits and achieve the best BER performance [11]. However, the complexity of OMD is exponential in the number of users. To cope with the complexity problem, numerous suboptimal MUD algorithms with the balance between performance and complexity have been proposed, including linear detectors and nonlinear detectors.

Linear multiuser detectors use a linear transform matrix to transform the output of matched filter. The decorrelating detector which is also known as zero-forcing (ZF) detector [12] can completely suppress MAI in the absence of noise. However, the ZF detector may amplify noise when the correlation matrix is not equal to identity matrix. The minimum mean square error (MMSE) detector [13] takes into account the influence of both MAI and noise and tries to maximize the signal to interference plus noise ratio (SINR). In the case of low and medium SNR, MMSE detector reduces the influence of noise amplification. In [14], a MMSE detector with low computational complexity was proposed for TH-UWB systems, in which the detector only considers the users whose pulses collide with the desired user. To cope with the problem of dynamic multiple access channel, adaptive MUD algorithm was proposed by using some optimization algorithms, such as gradient descent algorithm and recursive least squares (RLS) [15]. A blind adaptive linear detector [16, 17] was proposed without any training sequences to achieve higher spectrum efficiency.

Successive interference cancellation (SIC) detector is the nonlinear MUD detector with the iterative method [18]. The idea of SIC is that signals of multiple users are successively detected. Another subtractive MAI cancellation method is parallel interference cancellation (PIC) [19], in which the users’ signals are detected in parallel and further estimated after subtracting all the MAI estimated signals from the received signal. Neural networks-based MUD algorithms have been proposed in [20, 21]. Moreover, biological intelligence methods, such as genetic algorithms, ant colony optimization, and artificial fish swarm algorithms, have been studied to solve the optimization problem in [22–24].

In [25], MUD problem is formulated as a maximum a posteriori (MAP) estimation problem. Due to the NP-hard problem of MAP solution, the nonconvex optimization problem has been transformed into convex relaxation optimization problem which can be solved by using optimization tools with low complexity. In recent years, the MUD algorithms based on compressed sensing (CS) have been proposed [26, 27]. When the number of active users is much smaller than the total user number in communication systems, the reconstruction of the transmitted signals based on CS algorithm can reduce the number of correlators and the computational complexity. In [28], the authors have proposed two MUD detectors based on CS, including the reduced-dimension decorrelating (RDD) detector and reduced-dimension decision-feedback (RDDF) detector.
These studies propose various MUD algorithms with good performances and their own advantages as well as disadvantages. In a word, the tradeoff problem between computational complexity and MUD performance is always the research objective.

3. System Model

We consider a $K$-user space formation flying system based on DS-UWB, where each transmitter employs binary phase shift keying (BPSK) modulation. The transmitted signal of the $k$th user (where $k = 1, 2, \ldots, K$) can be written as

$$x_k(t) = \sqrt{E_k} \sum_{j=0}^{N_c-1} b_k^j c_k^j p(t - jT_c - \tau_k),$$

(1)

where $E_k$ is the transmission energy of the $k$th user and $b_k^j \in \{-1, 1\}$ is the $j$th BPSK modulated symbol which is spread with the corresponding PN code $c_k^j \in \{-1, 1\}$. $p(t)$ denotes the transmitted pulse carrying the $k$th user’s information, which often adopts the second derivative of a Gaussian pulse with a pulse duration of a nanosecond. $P$ is the number of bits per packet, and $N_c$ denotes the length of the PN sequence. Moreover, $T_c$ and $T_s$ are symbol duration and chip duration, respectively. Note that $N_c$ equals to $T_s/T_c$.

In normal conditions, the UWB channel model suffers effects of dense multipath due to the large bandwidth of the transmitted signal. The channel impulse response can be written as

$$h(t) = \sum_{l=1}^{L} a_l \delta(t - \tau_l),$$

(2)

where $L$ denotes the number of multipath components, $a_l$ and $\tau_l$ are the amplitude coefficient and channel delay of the $l$th multipath component, respectively. The statistical parameters of the spacecraft channel model depend on orbital constraints, time delay, and path loss. In this paper, we consider the outer space as the communication scenario. For simplicity, the free space channel can be approximately considered as the additive white Gaussian noise (AWGN) channel without regard to multipath. The dense multipath channel model applied to the indoor short-range UWB communications is not concerned. Hence, the parameters of the channel model depend on the distance between spacecraft and equipment time delay and the number of multipath components is assumed to be 1. The received signal through AWGN channels can be expressed as

$$r(t) = \sum_{k=1}^{K} \sum_{i=0}^{P-1} a_k \sqrt{E_k} b_k^i c_k^i p(t - iT_s - jT_c - \tau_k) + n(t),$$

(3)

where $a_k$ and $\tau_k$ denote the channel fading and the time delay of the $k$th user, respectively. And $n(t)$ is zero-mean AWGN with two-sided power spectral density $N_0/2$ W/Hz.

The receiver consists of a set of matched filters corresponding to each user. The received signal $r(t)$ is the input of the group of matched filters. The template signal $m_l(t)$ of the $l$th matched filter is used for coherent reception, which can be written as

$$m_l(t) = \sum_{n=0}^{N_c-1} c_l^n p(t - nT_c).$$

(4)

For simplicity, we consider the received signal in one symbol duration and assume that $a_k \sqrt{E_k} = A_k$. The output of the $l$th- (where $l = 1, 2, \ldots, K$) matched filter is expressed as

$$y_l = \int_{T_s} r(t) m_l(t - \tau_l) dt$$

$$= \int_{T_s} \left( \sum_{k=1}^{K} \sum_{i=0}^{P-1} A_kb_k^i c_k^i p(t - jT_c - \tau_k) + n(t) \right) \times \sum_{n=0}^{N_c-1} c_l^n p(t - nT_c - \tau_l) dt$$

$$= A_l b_l r_l + \sum_{k=1, k \neq l}^{K} A_k b_k r_{kl} + n_l,$$

(5)

The first term of (5) denotes the coherent reception of the desired user, the second term is the MAI caused by imperfect orthogonality of PN codes, and the last term is the noise interference. Furthermore, the correlation value $r_{kl}$ between user $k$ and user $l$ is given by

$$r_{kl} = \int_{T_s} \sum_{j=0}^{N_c-1} c_k^j p(t - jT_c - \tau_k) \times \sum_{n=0}^{N_c-1} c_l^n p(t - nT_c - \tau_l) dt.$$}

(6)

The noise inference term $n_l$ is expressed as

$$n_l = \int_{T_s} n(t) \times \sum_{n=0}^{N_c-1} c_l^n p(t - nT_c - \tau_l) dt$$

$$= \sum_{n=0}^{N_c-1} c_l^n \int_{T_s} n(t) \times p(t - nT_c) dt.$$}

(7)

Obviously, samples of $n_l$ obey a Gaussian distribution, whose mean value and variance are calculated as follows:

$$E[n_l] = \sum_{n=0}^{N_c-1} c_l^n \int_{T_s} E[n(t)] \times p(t - nT_c) dt = 0$$


$$= E\left[ \sum_{n=0}^{N_c-1} c_l^n \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} n(t_1 - mT_c) \times p(t_1) \times n(t_2 - mT_c) \times p(t_2) dt_1 dt_2 \right]$$

$$= \frac{N_0}{2} \sum_{m=0}^{N_c-1} \sum_{n=0}^{N_c-1} c_l^m c_l^n \int_{-\infty}^{\infty} p(t) \times p(t + (m - n)T_c) dt.$$}

(8)
Consequently, the \( K \)-dimensional \( \mathbf{y} \) vector can be rewritten as
\[
\mathbf{y} = \mathbf{RAb} + \mathbf{n},
\]
(9)
where matrix \( \mathbf{R} = (r_{kl})_{K \times K} \) denotes the cross-correlation matrix, matrix \( \mathbf{A} = \text{diag}(A_1, A_2, \ldots, A_K) \) denotes the amplitude matrix, vector \( \mathbf{b} = [b_1, b_2, \ldots, b_K]^T \) denotes the transmitted bits, and vector \( \mathbf{n} = [n_1, n_2, \ldots, n_K]^T \) denotes the noise interference.

After these matched filters, the output \( \mathbf{y} \) should be judged by the sign detector as follows:
\[
\hat{\mathbf{b}} = \text{sgn}(\mathbf{y}).
\]
(10)

Figure 1 shows the frameworks of the DS-UWB system. The multiuser detector signed by using a dashed box is applied after the correlation receiver to further suppress MAI. Note that the MUD algorithm is mainly studied in this paper.

4. GMM-MUD Algorithm

4.1. Signal Preprocessing. The output of the \( l \)th matched filter \( y_l \) in (5) consists of three terms, which is hard to estimate the probability distribution owing to the uncertain transmitted bits and correlation values. Hence, we preprocess the detected bits judged by the sign detector in order to reveal the influence of MAI and study the statistical property of the received signals. The signal preprocessing method is called bit mapping, which employs a mapping function to map the received bits into the mapping space \( [29] \). The mapping function is based on the theory of OMD. The optimal solution to OMD is given by
\[
\hat{b}_{\text{OMD}} = \arg\max_{\mathbf{b} \in [-1,1]^K} \left( 2\mathbf{b}^T \mathbf{A y} - \mathbf{b}^T \mathbf{RAb} \right).
\]
(11)

In order to solve the optimization problem, we assume that
\[
F(\hat{\mathbf{b}}) = \frac{1}{2} \mathbf{b}^T \mathbf{RAb} - \mathbf{b}^T \mathbf{A y}.
\]
(12)

According to (11), the optimization problem of OMD is equal to the solution to \( \mathbf{b} \) that minimizes the function \( F(\hat{\mathbf{b}}) \). We can rewrite (12) as
\[
F(\hat{\mathbf{b}}) = \frac{1}{2} \sum_{l=1}^K \sum_{j=1}^K A_l A_j r_{lj} \hat{b}_l \hat{b}_j - \sum_{j=1}^K \hat{b}_j y_j.
\]
(13)

In order to reduce the complexity of \( F(\hat{\mathbf{b}}) \) and construct a mapping function, we calculate the derivative of \( F(\hat{\mathbf{b}}) \) as follows:
\[
\frac{\partial F}{\partial \hat{\mathbf{b}}} = \mathbf{RAb} - \mathbf{A y}.
\]
(14)

To expand (14), we get \( K \)-order linear equations written as follows:
\[
\frac{\partial F}{\partial \hat{\mathbf{b}}_1} = \sum_{k=1}^K A_k A_k r_{1k} \hat{b}_k - A_1 y_1,}
\frac{\partial F}{\partial \hat{\mathbf{b}}_2} = \sum_{k=1}^K A_k A_k r_{2k} \hat{b}_k - A_2 y_2, \ldots
\frac{\partial F}{\partial \hat{\mathbf{b}}_K} = \sum_{k=1}^K A_k A_k r_{Kk} \hat{b}_k - A_K y_K.
\]
(15)

The mapping function based on (15) is assumed as
\[
\Phi(\hat{b}_j) = \frac{\partial F}{\partial \hat{b}_j} = \hat{b}_j \left( \sum_{k=1}^K A_k A_k r_{jk} \hat{b}_k - A_j y_j \right).
\]
(16)

The mapping function \( \Phi(\hat{b}_j) \) denotes the first partial derivative of \( F(\hat{\mathbf{b}}) \) with respect to \( \hat{b}_j \) multiplied by \( \hat{b}_j \). Substituting (5) into (16), we can get
\[
\Phi(\hat{b}_j) = A_j \hat{b}_j \left( \sum_{k=1}^K A_k r_{jk} (\hat{b}_k - b_k) - n_j \right)
= A_j \hat{b}_j \left( \sum_{k=1}^K A_k r_{jk} (\hat{b}_k - b_k) \right) - A_j n_j \hat{b}_j.
\]
(17)

The mapping function reflects the difference between the mapping values of error bits and correct bits. Every item on the right side of the equation has \( A_j \). Hence, \( A_j \) cannot affect the difference between the mapping values of error bits and correct bits. Both sides are divided by \( A_j \) and (17) can be rewritten as
\[
\Theta(\hat{b}_j) = \sum_{k=1}^K A_k r_{jk} (\hat{b}_k - b_k) \hat{b}_j + n_j \hat{b}_j.
\]
(18)

In order to judge whether the detected bit \( \hat{b}_j \) is correct or not, we can analyze the problem by using hypothesis testing. We state the null and alternative hypotheses as follows:
\[
H_0: \hat{b}_j \text{ is the correct bit,}
H_1: \hat{b}_j \text{ is the error bit.}
\]
(19)

If hypothesis \( H_0 \) is accepted, we can get \( \hat{b}_j = b_j \). If hypothesis \( H_1 \) is accepted, \( \hat{b}_j = -b_j \). Hence, probability of the mapping value in hypothesis testing can be expressed as
\[
\begin{align*}
\Phi(\hat{b}_j) \mid H_0 & \sim N \left( \sum_{k=1}^K A_k r_{jk} (\hat{b}_k - b_k), \frac{N_0 N_i E_i}{2} \right), \\
\Phi(\hat{b}_j) \mid H_1 & \sim N \left( 2A_j r_{jj} + \sum_{k=1, k \neq j}^K A_k r_{jk} (\hat{b}_k - b_k) \hat{b}_j, \frac{N_0 N_i E_i}{2} \right).
\end{align*}
\]
(20)
In common situations, there are few error bits detected by using matched filters. We can deduce that $r_{jj} \approx 1$ and $r_{jj} \gg r_{kj}$ owing to DS codes for different users. The schematic diagram of probability density distribution of mapping values in hypothesis testing is shown in Figure 2.

It is obvious that the mean value of the normal distribution approximates to 0 under the null hypothesis $H_0$. Under the alternative hypothesis $H_1$, the mean value is approximately equal to 2. In order to analyze the probability distribution of mapping values and judge the error bits, we construct the Gaussian mixture model approximating mapping value distribution. Then, the EM algorithm is employed for simplifying difficult maximum likelihood problems and estimating the parameters of GMM. The proposed GMM-MUD algorithm is described in the following section.

### 4.2. GMM-Based MUD Algorithm

We use the Gaussian mixture model to approximate the distribution of mapping values to judge whether the detected bits are correct or not. GMM is suitable for the distribution of mapping values which can be described by a multimodal distribution. A GMM can be written as

$$g(x) = \sum_{i=1}^{M} w_i p(x | \mu_i, \sigma_i^2),$$

where $M$ is the number of Gaussian models, $w_i$ is the weight of the $i$th Gaussian model, $\mu_i$ and $\sigma_i^2$ denote mean value and variance, respectively, and $x = \Phi(b_j)$. Hence, a Gaussian mixture model is a linear combination of $M$ Gaussian models weighted according to $\{w_i\}_{i=1}^{M}$. The parameter $\theta$ which is to be estimated is given by

$$\theta = (w_1, ..., w_M, \mu_1, ..., \mu_M, \sigma_1^2, ..., \sigma_M^2).$$

Moreover, $\{w_i\}_{i=1}^{M}$ are imposed to be

$$w_i, ..., w_M \geq 0,$$

$$\sum_{i=1}^{M} w_i = 1.$$

The parameter $\theta$ in the Gaussian mixture model is estimated by maximum likelihood estimation (MLE). The likelihood can be expressed by

$$L(\theta) = \prod_{i=1}^{N} g(x_i; \theta).$$

MLE is used to maximize $L(\theta)$ with respect to $\theta$. MLE can be formulated as

$$\hat{\theta} = \arg \max_{\theta} L(\theta)$$

subject to

$$w_1, ..., w_M \geq 0,$$

$$\sum_{i=1}^{M} w_i = 1.$$
However, it is difficult to solve the MLE problem in practice. We solve this problem by means of EM algorithm which is an iterative algorithm.

The EM algorithm was originally developed for obtaining a maximum likelihood solution when input is partially observable. The log likelihood for the mapping values can be defined as

$$\log P(x, y | \theta) = \log \prod_{i=1}^{M} \prod_{t=1}^{N} [w_i p(x_i | \theta)]^{y_{it}} = \sum_{i=1}^{M} \sum_{t=1}^{N} y_{it} \log w_i + \sum_{i=1}^{M} \sum_{t=1}^{N} y_{it} \log p(x_i | \theta),$$

(26)

where $n$ is the number of observed mapping values and $y$ is an implicit parameter. Thus, $y_{it}$ can be written by

$$y_{mt} = \begin{cases} 1, & \text{rth observation belonging to mth model}, \\ 0, & \text{otherwise}. \end{cases}$$

(27)

We define $\theta^j$ as the set of parameters for the $j$th iteration operation of EM algorithm. EM algorithm is an iterative algorithm to estimate the ML with finite GMM parameters. At E-step of the EM algorithm, the $Q$ function is defined as

$$Q(\theta, \theta^t) = E[\log P(x, y | \theta) | y, \theta^t]$$

$$= \sum_{i=1}^{M} \sum_{t=1}^{N} E(y_{it}) \log w_i + \sum_{i=1}^{M} \sum_{t=1}^{N} E(y_{it}) \log p(x_i | \theta),$$

(28)

where $E(y_{mt} | x, \theta)$ denotes the $m$th model’s responsibility for $r$th observation. The responsibility is expressed as

$$\tilde{y}_{mt} = E(y_{mt} | x_r, \theta) = P(y_{mt} = 1 | x_r, \theta)$$

$$= \frac{P(y_{mt} = 1 | \theta) P(x_r | y_{mt} = 1, \theta)}{\sum_{i=1}^{M} P(y_{it} = 1 | \theta) P(x_r | y_{it} = 1, \theta)}$$

$$= \frac{w_m p(x_r | \theta_m)}{\sum_{i=1}^{M} w_i p(x_r | \theta_i)}.$$  

(29)

At the M-step of EM algorithm, the parameter vector $\theta$ is estimated to ensure the maximum of the $Q$ function. The parameter $\theta$ is estimated by maximizing

$$\theta^{t+1} = \arg \max_{\theta} Q(\theta, \theta^t).$$

(30)

We calculate the partial derivative with respect to $\theta$ and set the partial derivative to zero. According to (28)–(30), the GMM parameters can be obtained by

$$\hat{\theta}_m = \frac{\sum_{t=1}^{N} \tilde{y}_{mt} x_t}{\sum_{t=1}^{N} \tilde{y}_{mt}},$$

(31)

$$\hat{\sigma}_m^2 = \frac{\sum_{t=1}^{N} \tilde{y}_{mt} (x_t - \hat{\theta}_m)^2}{\sum_{t=1}^{N} \tilde{y}_{mt}},$$

(32)

In this paper, the number of submodels is equal to 2 due to the hypothesis testing. After analyzing the EM algorithm, we provide a realization of the proposed GMM-MUD algorithm shown in Algorithm 1. The mapping values obtained by preprocessing are considered as the observations for EM algorithm. The parameters are estimated through iteration operation. We employ the GMM method to classify the mapping values of received bits into two submodels to judge whether the bits are correct or not. If the received bit is error, which means alternative hypothesis $H_1$ is accepted, we revise the error bit by inverting the sign of bit. A block diagram of the proposed GMM-MUD detector is shown in Figure 3. Data preprocessing is based on mapping function in order to employ hypothesis testing with different probability distributions. GMM classification based on GMM is obtained by using multiuser signals and EM algorithm.

Moreover, the computational complexity of the proposed GMM-MUD algorithm mainly depends on the estimation of GMM parameters, which is much lower than that of OMD. It is obvious that the GMM-MUD algorithm is a linear relationship with the user number. Hence, the GMM-MUD is suitable for suppressing MAI in practice.

5. Results and Discussion

In this section, simulation results are shown in order to validate the performances of the proposed GMM-MUD algorithm in terms of BER performance, user capacity, and near-far resistance under the assumption of perfect channel estimation.

The GMM-MUD algorithm is employed to an asynchronous multiuser BPSK DS-UWB system for space formation flying. We adopt the Kasami spreading codes with the length of 255 for different users to achieve MAI capacity. The chip duration of per pulse $T_c$ is chosen to be 1 ns. The number of submodel is assumed to be 2. The free space channels between spacecraft are considered as the AWGN channels.

5.1. BER Performance. We assume that the space formation flying system is a collaborative communication system, in which each spacecraft obtains the information about the exact distance between each craft. After applying the power control technology, the farther spacecraft transmits signals with more transmitted power. The formation flying system ensures the signals from different users have equal received power in order to prevent the near-far effect. We evaluate the BER performance of the proposed GMM-MUD algorithm. The traditional MUD detector including matched filter (MF), decorrelating (DEC) detector, minimum mean square error (MMSE) detector, and optimal multiuser detector (OMD) is used for comparisons. We assume that there are 10 users in the DS-UWB system and SNR varies from 0 to 8 dB. Here, we define SNR as the ratio of average energy per bit $E_b$ over the power spectrum density of AWGN $N_0$. Figure 4 shows the BER performance of the proposed algorithm.
The curve marked OMD is the theoretical lower limit of BER performance with the exponential complexity. The MF detector is able to utilize the MA scheme to achieve limited improvement of MA performance. Hence, the performance of MF is the worst among all the MUD detectors.

The DEC and MMSE detectors have almost the same BER performance which is much better than that of the MF detector. The proposed GMM-MUD algorithm outperforms the traditional suboptimal MUD detectors. And the GMM detector has a superior BER performance close to the OMD detector with 10 users. Note that the GMM-MUD detector has the linear computational complexity with respect to user number, which is much lower than OMD.

5.2. User Capacity. We evaluate the user capacity of DS-UWB based on GMM-MUD algorithm by increasing the user number up to 20 and 30. The user capacity reflects the number of available spacecraft communicating simultaneously in the same channel in the condition of specific SNR and BER.

Figure 5 indicates the BER performance of various detectors for DS-UWB with 20 users. The performances of suboptimal MUD detectors degenerate due to the increase of user number. More users in the DS-UWB system cause larger MAI. The MF detector can hardly suppress MAI due to the limited MA capacity of DS codes. However, the proposed GMM-MUD algorithm still has better BER performance approximating to OMD than DEC and MMSE detectors.

Figure 6 shows the BER performances with 30 users. Compared with Figures 4 and 5, the detectors exhibit gradual performance degradation as the number of users increase. Moreover, the GMM-MUD proposed in this paper has about 0.5 dB performance gain in comparison with the MMSE detector. According to Figures 4–6, we conclude that MMSE and DEC detectors are more sensitive to user number than the proposed GMM-MUD receiver. And the GMM-MUD algorithm becomes deteriorated due to the increase of user number. However, the performance of GMM-MUD deteriorates slightly and it is the best detector among all the traditional suboptimal MUD detectors.

In Figure 7, we evaluate the user capacity of DS-UWB system applying the GMM-MUD algorithm in the condition of 8 dB SNR. The BER performance of GMM-MUD is close to OMD in comparison with other algorithms. It demonstrates that the proposed algorithm can provide large user capacity.
capacity, which generally satisfies the spacecraft number of space formation flying applications.

5.3. Near-Far Resistance. Space formation flying system based on the UWB technology has limited power source without power control. The received power from interfering users may be much larger than the desired signals, which results in a near-far problem. The near-far resistance is a common performance measure for analyzing UWB systems. We evaluate the performance of GMM-MUD with respect to near-far resistance. We consider a 10-user DS-UWB system where near-far interference effect is present. Assume that the user 1 is the desired user and users 2–10 are interfering users. The desired user’s SNR is fixed on 6 dB. The SNR of other users varies from 0 dB to 8 dB synchronously.

As shown in Figure 8, it is obvious that all the MUD detectors are unaffected by the near-far effect except the MF detector. Due to the good near-far resistance performance of the GMM-MUD detector approximating to that of the OMD detector, the proposed MUD algorithm is suitable for the DS-UWB-based space formation flying systems.

6. Conclusions

In this paper, an effective MUD algorithm called GMM-MUD for DS-UWB based space formation flying systems was proposed. The preprocessing based on mapping function was applied to the MUD detector in order to reveal the probability distributions of correct bits and error bits. The hypothesis testing problem used for judging error bits was described as GMM. EM algorithm was used to estimate the parameters of GMM. Error bits can be judged by GMM classification and revised by inverting the sign. Simulation results showed that
the proposed MUD algorithm outperformed traditional suboptimal MUD algorithms. The user capacity of GMM-MUD was large enough for space formation flying applications. Also, the proposed algorithm had good near-far resistance performance approximating to OMD. Moreover, the GMM-MUD detector had linear computational complexity with respect to the user number. Hence, the proposed GMM-MUD algorithm was an effective MUD algorithm for DS-UWB-based space formation flying systems.
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