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The dynamic model of overhead crane is highly nonlinear and uncertain. In this paper, Takagi-Sugeno (T-S) fuzzy modeling and PSO-based robust linear quadratic regulator (LQR) are proposed for anti-swing and positioning control of the system. First, on the basis of sector nonlinear theory, the two T-S fuzzy models are established by using the virtual control variables and approximate method. Then, considering the uncertainty of the model, robust LQR controllers with parallel distributed compensation (PDC) structure are designed. The feedback gain matrices are obtained by transforming the stability and robustness of the system into linear matrix inequalities (LMIs) problem. In addition, particle swarm optimization (PSO) algorithm is used to overcome the blindness of LQR weight matrix selection in the design process. The proposed control methods are simple, feasible, and robust. Finally, the numerical simulations are carried out to prove the effectiveness of the methods.

1. Introduction

Overhead crane is a popular underactuated mechanical system, which is widely used to carry and lift goods indoors or outdoors. The working process is divided into three stages: load rising, horizontal transportation, and load decreasing. Its control goal is to transport the goods quickly to the desired position without residual swing at the end. In the process of transporting goods, if the length of rope and the load mass remain unchanged and the external interference does not exist, the load swing is mainly caused by the motion of the trolley. However, the rope length and load mass often change accordingly due to the need of transportation task. The disturbance of external environment, such as friction and wind force, may also affect the anti-swing and positioning performance of the control system for the crane used outdoors. So it is necessary to design a controller that can reduce or suppress the uncertainty of the system.

At present, there are many methods for anti-swinging and positioning control of cranes. Generally speaking, according to the crane model, the control methods for crane systems are divided into two main categories. One is linear control methods based on linearization model, including input shaping [1–3], trajectory planning [4–6], PID control [7–9], internal model control [10], etc. In order to reduce the complexity of controller design or stability analysis, these control methods first linearize the complex nonlinear model near the equilibrium point or ignore some specific nonlinear coupling terms. The other is the control method based on nonlinear model, such as nonlinear coupled control method [11], sliding model control [12,13], robust control [14], model predictive control [15–17], nonlinear control method for complicated operation duties [18], and so on. Most of these control methods do not consider the uncertainty of the system, and the robustness is relatively poor. Sliding mode control [19,20] can effectively deal with the influence of system uncertainty, but the convergence analysis of sliding mode surface is needed.

In recent years, the T-S modeling and control method based on the T-S fuzzy model have been highly concerned by the control community. T-S fuzzy model is a combination of some linear models. Therefore, the theory and method of
linear systems can be used to deal with the nonlinear problem. In addition, the linear function or the constant function can be calculated, and the calculation efficiency is relatively high. At present, the T-S modeling and control method have been successfully applied to many nonlinear systems, such as inverted pendulum system [21–23], the ball bar system [24, 25], solar photovoltaic power system [26], aircraft motion control system [27] and helicopter system [28], vehicle system [29–31], micro hydropower plant prototype system [32], nonlinear systems with persistent bounded disturbances [33], and so on. However, the modeling and control method is relatively rare in cranes. In [34, 35], the T-S fuzzy model of the crane is obtained by the local approximation method. On the basis of the model, H-infinity anti-swing controller of the crane is obtained by the local approximation method. In [36], a guaranteed cost fuzzy controller with input/state constraints is designed for overhead cranes, in which the traditional T-S fuzzy systems are replaced by fuzzy description systems. This method can eliminate the residual swing angle of the load, but the uncertainty of the system model is not considered when designing the controller.

In order to solve the nonlinear and uncertain problems of dynamics model, a novel anti-swing and positioning control method for overhead crane is presented in this paper. On the basis of sector nonlinear theory, the two kinds of T-S fuzzy models are established by using the virtual control variables and approximate method. The nonlinear models of cranes can be regarded as a combination of a series of linear models. The rope length, load mass, and friction between the trolley and the track may change in the process of transporting goods. In order to make the system have strong robustness, robust LQR controllers considering uncertainty are designed. The weight matrix of LQR will affect the control performance of the system, so PSO algorithm is proposed to solve the problem. The LQR controller in [37] and the robust LQR controller [34] are used to compare the control effect. The results show that the proposed robust LQR controllers have better robustness and rejected disturbance ability.

The contributions of this study are as follows:

1) The processing method of nonlinear model is proposed. A method using virtual control variables and a new approximation method are used in the establishment of T-S model.

2) Aiming at the anti-swing and positioning control of overhead crane, a robust LQR control method is presented on the basis of T-S fuzzy models considering uncertainty.

3) A weighted matrix selection method based on PSO algorithm is proposed.

4) The system has good anti-swing and positioning control performance and strong robustness to uncertain factors.

The remaining of this paper is organized as follows. In Section 2, two T-S fuzzy models for overhead cranes are presented. Section 3 addresses the design of the PSO-based robust LQR fuzzy controller. Numerical simulation results are shown in Section 4. Section 5 concludes the paper.

2. The Mathematical Model of Overhead Crane

The overhead crane system is mainly used to lift and move goods. The purpose of its control is to quickly and accurately transport the goods to the desired position without residual swing at the target position. When there is external disturbance, the swing angle can be limited to a certain range. The overhead system is mainly made up of three parts: a trolley, a rope, and a payload. The structure of a two-dimensional overhead crane system is shown in Figure 1, where F and \( F_I \) represent the actuating force acted on the trolley and the force in vertical direction, respectively; \( x \) is the horizontal position of the trolley; \( M \) and \( m \) are the mass of the trolley and the payload, respectively; \( l \) is the length of the rope; \( \theta \) is the swing angle of the payload; and \( g \) denotes the gravitation acceleration.

In this study, it is assumed that the mass and elasticity of the rope are ignored, the length of the rope remains constant during the moving process of the trolley, and the payload and trolley are regarded as the point mass. Then, the nonlinear dynamic model of two-dimensional overhead crane with constant rope length can be obtained as follows [6]:

\[
(M + m) \ddot{x} + ml \ddot{\theta} \cos \theta - ml \dot{\theta}^2 \sin \theta + \mu \dot{x} = F
\]

\[
ml^2 \ddot{\theta} + ml \dot{x} \cos \theta + mgl \sin \theta = 0
\]

where \( \mu \) is the damping coefficient on the trolley.

Choosing the state variables as \( x = [x_1 \ x_2 \ x_3 \ x_4]^T = [x \ \dot{x} \ \theta \ \dot{\theta}]^T \), the state equations of the overhead crane are written as

\[
\dot{x}_1 = x_2
\]

\[
\dot{x}_2 = \frac{mg \sin x_3 x_1 + ml x_4^2 \sin x_3 - \mu x_2 + F}{(M + m) - m \cos^2 x_3}
\]

\[
\dot{x}_3 = x_4
\]

\[
\dot{x}_4 = \frac{(M + m) g \sin x_4 + ml x_4^2 \sin x_4 \cos x_1 - \mu x_3 \cos x_1 + F \cos x_1}{[m \cos^2 x_3 - (M + m) l]}
\]
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It is obvious that the overhead crane is a nonlinear system and there are five nonlinear terms in (3). According to T-S fuzzy model theory, $2^5 = 32$ fuzzy rules are required. In order to simplify the nonlinear mathematical model and reduce the number of premise variables, the following two methods are used to deal with the above-mentioned state equation (3).

### 2.1 Virtual Control Variable Method

Now let $F$ in (3) be the following form:

$$F = (M + m \sin^2 \theta) \dot{x} - mg \sin \theta \cos \theta$$

where $u$ is a virtual control variable.

Substituting (4) into (3), (3) is simplified to

$$
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= \frac{-\mu x_2}{m \cos^2 \theta_x - (M + m)} + u \\
\dot{x}_3 &= x_4 \\
\dot{x}_4 &= \frac{g \sin \theta}{l} \frac{-\mu x_2 \cos \theta_x}{m \cos^2 \theta_x - (M + m)} - \frac{\cos \theta_x}{l} u
\end{align*}
$$

As can be seen from (5), there are three nonlinear terms which are defined as premise variables $z_{11}, z_{12},$ and $z_{13}$ respectively; that is,

$$
\begin{align*}
z_{11} &= \sin \theta_x, \\
z_{12} &= \cos \theta_x, \\
z_{13} &= \frac{1}{ml \cos^2 \theta_x - (M + m)l}.
\end{align*}
$$

According to the theorem of sector nonlinearity, the membership functions associated with the premise variables can be determined by the following equations (7)-(12).

$$
\begin{align*}
z_{11} (t) &= \sum_{k=1}^{2} M_{1k} (z_{11} (t)) a_k x_3 (t) \\
z_{12} (t) &= \sum_{j=1}^{2} N_{1j} (z_{12} (t)) b_j \\
z_{13} (t) &= \sum_{n=1}^{2} R_{1n} (z_{13} (t)) c_n
\end{align*}
$$

and

$$
\begin{align*}
M_{11} (z_{11} (t)) + M_{12} (z_{11} (t)) &= 1 \\
N_{11} (z_{12} (t)) + N_{12} (z_{12} (t)) &= 1 \\
R_{11} (z_{13} (t)) + R_{12} (z_{13} (t)) &= 1
\end{align*}
$$

To ensure the safety of the transportation process, some restrictive conditions such as $|\theta(t)| \leq \theta_p$ (rad) and $|\dot{\theta}(t)| \leq \theta_v$ (rad/s) are given, where $\theta_p$ and $\theta_v$ are the maximum swing angle and the maximum swing angular velocity of the load, respectively. So

$$
\begin{align*}
a_1 &= a_{max} = 1, \\
b_1 &= b_{max} = 1, \\
c_1 &= c_{max} = \frac{1}{ml \cos^2 \theta_p - (M + m)l}, \\
c_2 &= c_{min} = \frac{1}{ml - (M + m)l}
\end{align*}
$$

By (7)-(12), the membership functions can be calculated as

$$
M_{11} (z_{11} (t)) = \begin{cases} 
\frac{z_{11} (t) - (1/\theta_p) \sin \theta_p \sin^{-1} (z_{11} (t))}{1 - (1/\theta_p) \sin \theta_p \sin^{-1} (z_{11} (t))} & \text{if } z_{11} (t) \neq 0 \\
1 & \text{otherwise}
\end{cases}
$$

$$
N_{11} (z_{12} (t)) = \frac{z_{11} (t) - b_1}{b_1 - b_2}
$$

$$
R_{11} (z_{13} (t)) = \frac{z_{11} (t) - c_1}{c_1 - c_2}
$$

2.2 Approximated Method

Equation (3) can also be written as follows:

$$
\begin{align*}
\begin{bmatrix} \dot{x}_1 \\ \dot{x}_2 \\ \dot{x}_3 \\ \dot{x}_4 \end{bmatrix} &= 
\begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & -\mu & mg \cos \theta_x \sin \theta_x & 0 \\
0 & 0 & \frac{ml \cos \theta_x \sin \theta_x}{l (M + m \sin^2 \theta_x)} & 0 \\
0 & \mu \cos \theta_x & -\frac{(M + m) g \sin \theta_x}{l (M + m \sin^2 \theta_x)} & -\frac{m \cos \theta_x \sin \theta_x}{l (M + m \sin^2 \theta_x)}
\end{bmatrix}
\begin{bmatrix} x_1 \\ x_2 \\ x_3 \\ x_4 \end{bmatrix} + \begin{bmatrix}
0 \\
0 \\
0 \\
-\cos \theta_x
\end{bmatrix} F
\end{align*}
$$
Assuming that the load swing angle is small and satisfies the following approximate relationship

$$\lim_{x_3 \to 0} (\sin x_3 / x_3) = 1,$$
then (20) can be simplified as

$$\begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4
\end{bmatrix} = \begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & \mu \cos x_4 & -M m \sin^2 x_3 \\
0 & 0 & 1 & -M m \sin^2 x_3 \\
0 & 0 & -\mu \cos x_4 & \mu \cos x_4 / \cos x_3
\end{bmatrix} \begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4
\end{bmatrix} + \begin{bmatrix}
0 \\
0 \\
0 \\
-\cos x_3 / \cos x_3
\end{bmatrix} F \quad (21)
$$

Define the premise variables as follows:

$$z_{21} = \frac{1}{M + m \sin^2 x_3} = \sum_{k=1}^{2} M_{2k} (z_{21}(t)) p_k$$

$$z_{22} = \cos x_3 = \sum_{j=1}^{3} N_{2j}(z_{22}(t)) b_j \quad (22)$$

$$z_{23} = x_4 \sin x_3 = \sum_{n=1}^{2} R_{2n}(z_{23}(t)) d_n$$

where

$$p_1 = \max z_{21} = \frac{1}{M},$$

$$p_2 = \min z_{21} = \frac{1}{M + m \sin^2 \theta_p},$$

$$b_1 = \max z_{22} = 1,$$

$$b_2 = \min z_{22} = \cos \theta_p,$$

$$d_1 = \max z_{23} = \theta_p \sin \theta_p,$$

$$d_2 = \min z_{23} = -\theta_p \sin \theta_p.$$

The membership function of each premise variable has the following relationship.

$$M_{21} (z_{21}(t)) + M_{22} (z_{22}(t)) = 1$$

$$N_{21} (z_{22}(t)) + N_{22} (z_{22}(t)) = 1$$

$$R_{21} (z_{23}(t)) + R_{22} (z_{23}(t)) = 1 \quad (24)$$

The membership function can be obtained from (22) and (24).

$$M_{21} = \frac{p_1 - z_{21}}{p_1 - p_2},$$

$$M_{22} = 1 - M_{21},$$

$$N_{21} = \frac{b_1 - z_{22}}{b_1 - b_2}.$$
to the premise variable, and \( h_i(t) \) can be regarded as the normalized weight of each rule and it satisfies
\[
\sum_{i=1}^{r} h_i (x(t)) = 1 \quad (29)
\]

3. The Design of PSO-Based Robust LQR Controller

On the basis of the previous T-S fuzzy models, the corresponding T-S fuzzy model with uncertainty is given as follows:

\[
\dot{x}(t) = \sum_{i=1}^{r} (A_{ji} + D\Delta(t)E_{ai})x(t) + (B_{ji} + D\Delta(t)E_{bi})u(t) \quad (30)
\]

\[
y(t) = \sum_{i=1}^{r} h_i(x(t))C_{ti}x(t)
\]

\( l = 1, 2; \quad i = 1, 2, \ldots, r, \quad r = 8. \)

\( D, E_{ai} \) and \( E_{bi} \) are constant matrices reflecting the uncertainty of parameters in the system model, and uncertain matrix \( \Delta(t) \in \mathbb{R}^{kxj} \) satisfies
\[
\Delta(t)^T\Delta(t) \leq I \quad (31)
\]

For system (30), a performance index is defined as
\[
J = \int_0^{\infty} \left[ \gamma^T(t)Qy(t) + u^T(t)Ru(t) \right] dt, \quad (32)
\]

where \( Q \) and \( R \) are positive definite weighting matrices.

The control law of each subsystem is similar to rules defined in the T-S fuzzy model and has the same membership function and the premise part of rules.

**Rule i.**

**IF** \( z_{1l}(t) \) is \( M_k \), \( z_{2j}(t) \) is \( N_ij \) and \( z_{3k}(t) \) is \( R_{in} \)

\( l = 1, 2; \quad k = 1, 2; \quad j = 1, 2; \quad n = 1, 2; \)

**THEN** \( u(t) = -K_{ik} \vec{x}(t), \quad i = 1, 2, \ldots, 8. \)

\( \vec{x}(t) = [x(t) - x_d \dot{x}(t) \theta(t) \dot{\theta}(t)], K_{ij}(i = 1, \ldots, 8). \)

The control law of the whole system is defined as
\[
u(t) = -\sum_{i=1}^{8} h_i(x(t))K_{ik}\vec{x}(t) \quad (34)
\]

When the T-S fuzzy model obtained by the first method is used, (34) need be substituted into (4), and the resulting \( F \) is added to the overhead crane as a control input. When using the above second T-S model, \( F \) equals \( u \). So \( u \) can be used as the control input directly.

3.1. Design of Robust LQR Controller. Sufficient conditions for the existence of fuzzy control law in uncertain continuous system (30) are given in the following lemma.

**Lemma 1.** For the system described in (30), if there is a positive definite matrix \( P \) and a positive semidefinite matrix \( Q_0 \), it satisfies
\[
U_{ii} + (s - 1)Q_3 < 0, \quad (35)
\]

\[
V_{ij} - 2Q_4 < 0, \quad i < j, \quad (36)
\]

s.t. \( h_i \cap h_j \neq \phi, \quad s > 1, \)

then the PDC structure controller can be used to make it stable and the performance index (32) can be satisfied
\[
J < x^T(0)Px(0) \quad (37)
\]

where
\[
U_{ii} = \begin{bmatrix} \Delta_S & C_i^T & -F_i^T \\ * & -W^{-1} & 0 \\ * & * & -R^{-1} \end{bmatrix}
\]

\[
V_{ij} = \begin{bmatrix} \Delta_Z & C_i^T & -F_j^T \\ * & -W^{-1} & 0 \\ * & * & -R^{-1} \end{bmatrix}
\]

\[
S_\Delta = [A_i + D\Delta(t)E_{ai} - (B_i + D\Delta(t)E_{bi})F_i]^T P + P [A_i + D\Delta(t)E_{ai} - (B_i + D\Delta(t)E_{bi})F_i] \quad (38)
\]

\[
Z_\Delta = [A_i + D\Delta(t)E_{ai} - (B_i + D\Delta(t)E_{bi})F_i]^T P + P [A_i + D\Delta(t)E_{ai} - (B_i + D\Delta(t)E_{bi})F_i] \quad (39)
\]

where \( U_{ij} \) and \( V_{ij} \) are block symmetric matrices.

**Lemma 2.** If there are appropriate dimension matrices \( Y, D, \) and \( E \), where \( Y \) is symmetric, then for all matrices \( \Delta(t) \) satisfying \( \Delta^T(t)\Delta(t) \leq I \), if and only if there is a constant \( \varepsilon \) such that the following inequality holds
\[
Y + DD^T + \varepsilon^{-1}E^TE < 0 \quad (39)
\]

The following theorem transforms the robust LQR control law problem given by Lemma 1 into a solvability problem for linear matrix inequality.
Theorem 3. For the system described by (30), if matrices $X$, $M_i$, and $Y_0$ and scalars $\varepsilon_i > 0$ and $\varepsilon_{ij} > 0$ ($i < j$), where $X$ is a symmetric positive matrix and $Y_0$ is a symmetric positive semidefinite matrix, satisfy the following inequalities

$$
U_i + (s - 1)Y_4 < 0,
$$

$$
V_{ij} - 2Y_5 < 0, \quad i < j,
$$

$$
s.t. \ h_i \cap h_j \neq \phi,
$$

then the controller with PDC structure can be used to stabilize system (30) and to make the performance index (32) satisfy the following inequality:

$$
J < x^T(0)X^{-1}x(0)
$$

where

$$
s > 1;
$$

$$
i, j = 1, 2, \ldots, r;
$$

$$
U_{ii} = \begin{bmatrix}
S_i & XC_i^T - M_i^T X E_{ai} - M_i T \Delta \\
* & -W^{-1} 0 0 0 \\
* & * -R^{-1} 0 0 \\
* & * * -W^{-1} 0 0 \\
* & * * * -R^{-1} 0
\end{bmatrix},
$$

$$
V_{ij} = \begin{bmatrix}
Z_i & XC_i^T - M_i^T X C_j - M_i T \Delta \\
* & -W^{-1} 0 0 0 \\
* & * -R^{-1} 0 0 \\
* & * * -W^{-1} 0 0 \\
* & * * * -R^{-1} 0
\end{bmatrix},
$$

$$

X = A_i^T + A_i X + \varepsilon_i DD^T - B_i M_i - M_i^T B_i^T,
$$

$$
Z = X A_j^T + A_j X + \varepsilon_{ij} DD^T - B_j M_j - M_j^T B_j^T + X A_j^T + A_j X - B_j M_j - M_j^T B_j^T,
$$

$$
T = X E_{ai}^T + X E_{aj}^T - M_i T E_{bi} - M_i T E_{bj},
$$

$$
Y_5 = \text{diag}\{Y_0, 0, 0, 0, 0\},
$$

$$
Y_4 = \text{diag}\{Y_0, 0, 0, 0\}.
$$

Proof. Multiplying both sides of (40) by matrix $\text{diag}\{P^{-1}, I, I\}$ and defining some new variables $X = P^{-1}$, $Y_0 = X Q_0 X$, and $M_i = F_i X$, we can obtain

$$
H_\Delta = X [A_i + D\Delta(t) E_{ai}]^T + [A_i + D\Delta(t) E_{ai}] X
$$

$$
- [B_i + D\Delta(t) E_{bi}] M_i
$$

So the above inequality can be further written as

$$
U_i + (s - 1)X_3 + \begin{bmatrix}
D \\
0
\end{bmatrix} \Delta(t) \begin{bmatrix}
X E_{ai}^T - M_i^T E_{bi} \\
0
\end{bmatrix}^T + \begin{bmatrix}
0 \\
0
\end{bmatrix} \Delta(t) \begin{bmatrix}
D \\
0
\end{bmatrix}^T < 0,
$$

where

$$
U_{ii} = \begin{bmatrix}
X A_i^T + A_i X - B_i M_i - M_i^T B_i^T \\
* & -W^{-1} 0 0 0 \\
* & * -R^{-1} 0 0 \\
* & * * -W^{-1} 0 0 \\
* & * * * -R^{-1} 0
\end{bmatrix},
$$

$$
Y_3 = \text{diag}\{Y_0, 0, 0, 0\}
$$

According to Lemma 2 and the Schur complement property of matrices, the above inequality holds all allowable uncertainties. If and only if there exists $\varepsilon_i > 0$, then (40) holds.

Similarly, inequality (41) can be proved. Therefore, Theorem 3 can be obtained from Lemma 1.

In short, in order to minimize the upper bound of performance index $J$, the control law can be obtained by solving the following LMIs problem.

$$
\min_{X, M_i, \varepsilon_i, \varepsilon_{ij}} \lambda
$$

$$
s.t. \ (a) \ X > 0, \ Y_0 \geq 0, \ \varepsilon_i > 0, \ \varepsilon_{ij} > 0,
$$

$$
(b) \ \text{Inequalities (35) and (36)}
$$

$$
(c) \ \begin{bmatrix}
\lambda & x^T(0) \\
x(0) & X
\end{bmatrix} > 0
$$

3.2. PSO-Based Robust LQR Controller Optimization. The weigh matrices $Q$ and $R$ determine the feedback gains which have great influence on the performance of control system. According to the model of the overhead crane, it can be seen that the system has four state variables and one input variable, so $Q$ is a $4 \times 4$ positive semidefinite symmetric matrix, and $R$ is a constant positive definite matrix. In this paper, $Q$ and $R$ are as follows:

$$
Q = \text{diag}\{q_{11}, q_{22}, q_{33}, q_{44}\}
$$

$$
R = \begin{bmatrix}
r
\end{bmatrix}
$$
This performance index is represented as

\[
J = \int_0^{\infty} \left( q_{11}(x_1 - x_d)^2 + q_{22}x_2^2 + q_{33}x_3^2 + q_{44}x_4^2 + ru^2 \right) dt
\]

(50)

where \( q_{11}, q_{22}, q_{33}, \) and \( q_{44} \) are the weights of trolley position, trolley speed, swing angle position, and swing angle velocity, respectively. The weight matrices of LQR are usually obtained according to experience, which makes parameter selection more subjective, and the optimal response result cannot be achieved. Especially when there are more parameters, it is difficult to find better control parameters. Hence, in order to address the problem of LQR weight selection, PSO optimization algorithm is introduced.

PSO is an intelligent algorithm for simulating bird swarm's predator behavior. It has been widely used in many fields because of its simple concept, easy implementation, and fast convergence. Reference [38] uses a linear decreasing particle swarm algorithm to optimize the fuzzy controller for diabetes delayed model. PSO with random inertia weight is used to optimize fuzzy sliding mode for a class of nonlinear systems with structured and unstructured uncertainties in [39].

Suppose the number of particles of a population be \( m \), and the search space is four-dimensional. The velocity and position of the \( i \)th particle are, respectively,

\[
V = [v_{i1}, v_{i2}, v_{i3}, v_{i4}]
\]

\[
X = [x_{i1}, x_{i2}, x_{i3}, x_{i4}]
\]

(51)

where \( V_i^d \) and \( X_i^d \) are the position vector and velocity vector of the \( i \)th particle in \( d \) generation, respectively. \( \omega \) is inertia weight, \( c_1 \) and \( c_2 \) are learning factors, \( r_1 \) and \( r_2 \) are random numbers between 0 and 1, and \( P_{bi}^d \) and \( G_{bi}^d \) are the position of the individual extreme point and the position of the global extreme point of the whole group after the \( d \)th iteration.

The formula for updating the velocity and position of each particle is

\[
V_{i}^{d+1} = \omega V_i^d + c_1 r_1 (P_{bi}^d - X_i^d) + c_2 r_2 (G_{bi}^d - X_i^d)
\]

(52)

and

\[
X_{i}^{d+1} = X_i^d + V_i^d
\]

(53)

4. The Simulation Research

In this section, numerical simulation researches are carried out in the environment of Matlab/Simulink to test the performance of the proposed method. In the following simulations,
the parameter values for the crane system are selected as follows:

\[
M = 10\text{kg}, \\
m = 5\text{kg}, \\
l = 1\text{m}, \\
g = 9.8\text{m/s}^2, \\
\mu = 0.2
\]

The desired position of the trolley is set to \(x_d = 0.6\text{m}\).

The initial value of the state variable is \(x_0 = [0\ 0\ 2.0]\).

The constraints \(|\theta(t)| \leq \theta_p = (\pi/12)\text{(rad)}\) and \(|\dot{\theta}(t)| \leq \theta_v = (\pi/4)\text{(rad/s)}\) are given by [36].

The particles swarm size used in the optimization is \(m = 50\), the maximum number of iterations is \(d = 20\), the inertia factor is \(\omega = 0.6\), and the weight factor is \(c_1 = c_2 = 2\). When \(R\) is selected as 1, the optimized matrix \(Q\) is

\[
Q = \begin{bmatrix}
150 & 19.1583 & 11.7468 & 1073.04
\end{bmatrix}
\]

The feedback gains of robust LQR controller based on two kinds of T-S models are calculated by LMIs. The feedback gains of the first method are

\[
K_{11} = 1.0e + 03 \\
K_{12} = 1.0e + 03 \\
K_{13} = 1.0e + 03 \\
K_{14} = 1.0e + 03 \\
K_{15} = 1.0e + 03 \\
K_{16} = 1.0e + 03 \\
K_{17} = 1.0e + 03 \\
K_{18} = 1.0e + 03 \\
K_{21} = 1.0e + 03 \\
K_{22} = 1.0e + 03
\]

In order to evaluate the feasibility and validity of the proposed method, the simulations are given in three cases.

Case 1 (comparison study). In order to prove effectiveness of the controllers on the basis of the two kinds of T-S fuzzy model in this paper, control methods in [34, 37] are used to the overhead crane to make comparisons. The LQR method mentioned in [37] is designed based on linear models. In [34], the design of robust LQR controller is on the base of local approximate models. The feedback gain matrices obtained above are applied to the control systems, respectively. The target location is set to 0.6m. In order to study the rejected disturbance performance of the proposed control method, a pulse disturbance with an amplitude of 1.5 N is injected to the control input of the system between 15s and 15.3s. The simulation results are illustrated in Figure 3. In order to better evaluate and compare these methods, the important characteristics of each method are gathered in Table 1.

It is seen from Figure 3 that none of these four methods has any remaining swings in the target position. According to Table 1, using the proposed methods in this paper, the trolley can reach the target position in 9.2s and 9.3s, and the maximum swing angle is \(0.95^\circ\) and \(1.005^\circ\), respectively. The trolley transportation time in [34, 37] is 10s and 11.7s, and the maximum swing angle is \(1.275^\circ\) and \(2.498^\circ\). For the impulse disturbance, the maximum variation of load swing angle is \(0.025^\circ\) and \(0.044^\circ\) when the proposed methods are adopted, and the maximum variation of load swing angle is \(0.135^\circ\) and \(0.272^\circ\) when the literature method is used. The results show the proposed control methods can make the system have better rapidity, anti-swing, and rejected disturbance performance.

Case 2 (different transport distance). In order to verify the control performance of the proposed control method under
Table 1: Detailed quantified results of four methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Transportation time (s)</th>
<th>Maximum load swing angle (°)</th>
<th>Overshoot (%)</th>
<th>Trolley maximum speed (m/s)</th>
<th>Displacement change (m)</th>
<th>Transition time (s)</th>
<th>Maximum load swing angle (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The first method</td>
<td>9.2</td>
<td>0.95</td>
<td>0</td>
<td>0.136</td>
<td>0.005</td>
<td>5</td>
<td>0.025</td>
</tr>
<tr>
<td>The second method</td>
<td>9.3</td>
<td>1.005</td>
<td>0</td>
<td>0.142</td>
<td>0.002</td>
<td>5.1</td>
<td>0.044</td>
</tr>
<tr>
<td>Reference [34]</td>
<td>10</td>
<td>1.275</td>
<td>0</td>
<td>0.191</td>
<td>0.009</td>
<td>5.5</td>
<td>0.135</td>
</tr>
<tr>
<td>Reference [37]</td>
<td>11.7</td>
<td>2.498</td>
<td>0.27</td>
<td>0.225</td>
<td>0.0128</td>
<td>6.1</td>
<td>0.272</td>
</tr>
</tbody>
</table>

Figure 3: Comparison of different control methods.
different transferring distances, the distances are selected to be $x_d = 0.4\, \text{m}$, $x_d = 0.6\, \text{m}$, and $x_d = 0.8\, \text{m}$, respectively. The simulation results for two control methods are given in Figures 4 and 5. From the simulation results, we can see that the trolley can reach the desired position accurately and the payload swing is suppressed well during the transportation process. The swing angle is between $[-1.5^\circ, 1.5^\circ]$ and it disappeared quickly after the trolley arrives at the target position. The rejected disturbance performance does not change with the change of desired position.

Figure 6 shows a more complex case that is close to practical case, the trolley moves 0.4m from the initial position, then moves 1.5m, and finally comes back to 1.1m.

As can be seen from Figure 6, the two control methods have good control performance.

Case 3 (robustness study). The payload mass and rope length are two important parameters that affect the system performance. In practical industrial applications, payload mass or rope length need be changed according to different transportation tasks. To examine the robustness of the system, various payloads and rope lengths are taken into account. In this text, the simulation results of the change of payload mass from 3kg to 7kg and the variation of rope length from 0.8m to 1.2m are given in Figures 7 and 8, respectively.
Figure 6: Trolley motion in different cases.

Figure 7: Response curves of different $m$ and $l$ for the first method.
According to Figures 7 and 8, it can be seen that fast performance of the trolley and payload swing angle are almost unchanged when load mass $m$ changes. We can also know that the rapidity of the trolley changes little and the payload swing angle increases when the rope length $l$ reduces, but the swing angle is within the allowable range. The interference suppression performance does not vary when the two parameters change. These results show that the proposed methods have strong robustness to the changes of the payload mass and rope length, which is very important in practice.

5. Conclusion

In this paper, the two T-S fuzzy models are established by using the virtual control variables and approximate method, and the nonlinear mathematical model of crane is replaced by T-S fuzzy model. In order to control the anti-swing and positioning of overhead crane, the robust LQR controller is designed on the basis of considering uncertain T-S model. The weights $Q$ and $R$ of LQR affect the feedback gain matrices, so PSO algorithm is proposed to optimize the weight $Q$. The simulation results of different control methods are compared, and the robustness to the variation of trolley mass, rope length, and external disturbance and rejected disturbance performance of the control system are discussed, respectively. The results showed that the proposed control methods had better control effect.

Nomenclature

T-S: Takagi-Sugeno
LQR: Linear quadratic regulator
PSO: Particle swarm optimization
LMI: Linear matrix inequality
$A_{ij}, B_{ij}, C_{ij}$: Local T-S fuzzy matrices
$M_{ik}, N_{ik}, C_{ik}$: Fuzzy membership functions associated with premise variables
$z_{i1}, z_{i2}, z_{i3}$: Premise variables
$x$: State vector of the system
$x_d$: Desired position of the trolley
$\mu$: Friction coefficient
$\omega_i$: Weight of $i$th rule
$h_i$: Normalized weight of $i$th rule.
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In this paper, two T-S fuzzy modeling methods based on sector nonlinear technique are proposed. Each fuzzy T-S model is composed of 8 linear models with certain weights such as (27) in the paper. The matrices $A_i$ and $B_i$ of these models are needed when writing programs to calculate the feedback gain matrices of robust LQR controller. So the exact values of these matrices are given in the additional file. (Supplementary Materials)
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