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Climate prediction is given a high priority by many countries due to its importance in mitigation of extreme weather conditions. However, the prediction is not an easy task as the climatic parameters not only show spatial variations but also temporal variations. In addition, the climatic parameters are interrelated. To overcome these difficulties, soft computing techniques are widely used in prediction of climate variables with respect to the other variables. On the other hand, Colombo, Sri Lanka, is experiencing adverse or extreme weather conditions over the last few years. However, a climate prediction study is yet to be carried out in this tropical climatic zone. Therefore, this paper presents a study, identifying relationships between the two most impacted climate parameters (atmospheric temperature and rainfall) and other climatic parameters. Artificial neural network (ANN) models are developed to define the relationships and then to predict the atmospheric temperature as a function of other parameters including monthly rainfall, minimum and maximum relative humidity, and average wind speed. Same analysis is carried out to define the prediction model to the monthly rainfall. The best algorithm out of several other ANN algorithms is chosen for the analyses. Results revealed that the atmospheric temperature in Colombo can be presented with respect to the other climatic variables. However, the rainfall does not show a greater relationship with the other climatic parameters.

1. Introduction

Soft computing techniques in climate predictions have become popular in the recent years with rapidly changing climatic patterns around the world [1–4]. In recent past, soft computing techniques such as Artificial Neural Networks (ANNs), Adaptive Neuro-Fuzzy Interference System (ANFIS), Support vector machines (SVM), Data mining (DM), and Genetic Programming (GP) have been used widely in prediction models related to climatic factors [5–9]. Advantages of these methods over the conventional models include the ability to handle large amount of noisy (distorted) data from dynamic and nonlinear systems [9]. However, out of these methods, ANN and ANFIS are found to be the most popular soft computing techniques in climate prediction. ANNs are inspired by biological neural networks and designed to build complex relationships among different variables [10–12]. ANNs do not require a preassumption of the nature of the relationship between the input and output variables, and raw data transformation is not required prior to the model generation [13, 14]. ANNs are widely used for future predictions in many real-world events, and performance of the ANNs has been evaluated in literature over the past years [7, 15, 16].

With daily increasing adverse impacts of human activities, climate change has become an important topic under the radar [17]. However, predicting the future of climatic factors such as rainfall, temperature, atmospheric pressure, and wind is a time- and space-dependent complex process.

Rainfall and atmospheric temperature have random characteristics; therefore, they are often described by a stochastic process [18]. In recent past, attempts have been taken to develop prediction models for these climatic factors by merging meteorological or satellite data with prediction
models and also using prediscussed soft computing techniques such as fuzzy logic or ANN [19, 20].

Literature shows many studies to predict rainfall and atmospheric temperature, which are developed using ANNs. Nair et al. [21] have employed ANN on Global Climate Model (GCM) outputs and compared the vagaries in monthly rainfall prediction in between the GCM data obtained from the International Research Institute (IRI) for Climate and Society (https://iri.columbia.edu/) and the National Centre for Environmental Prediction (https://www.ncpe.noaa.gov/). They have measured the ANN performance by analyzing the absolute error, box plots, percentile, and linear error difference in the probability space. Their results showcased that ANN models have a fairly good accuracy in prediction. Kala and Vaidyanathan [22] have used ANN and Feedforward Neural Network (FFNN) to build models to predict rainfall using four climatic factors, temperature, cloud cover, vapour pressure, and precipitation. They interestingly had a Root Mean Squared Error (RMSE) of 0.254 (<0.5), which proves that the ANN model has a good accuracy in rainfall prediction.

Arabeyyat et al. [23] have simulated and predicted rainfall in semiarid regions in Jordan using the Nonlinear Autoregressive Exogenous (NARX) input model in neural networks. A possible reduction in the average rainfall over the next decade was found from this research. Further, they discovered that 2 delay inputs and 8 neurons yield the best training in the neural network based on the Mean Square Error (MSE). Chatterjee et al. [24] have proposed a novel rainfall prediction method for the southern part of West Bengal in India using two steps, greedy forward selection algorithm. This is to reduce the featured set by finding the most promising data. They proposed a two-step prediction model Hybrid Neural Network (HNN) and compared it with MLP-FNN. Results revealed that the HNN model has performed at an acceptable accuracy in predicting rainfall.

Esteves et al. [25] have presented soft computing technique to forecast rainfall using ANN and applied it to 10 agricultural areas in Brazil. They found out that the effects of continentality, altitude, and volume of the normal precipitation have direct impact on the accuracy of the ANNs. Further, they pointed out that the model has its peak performance in well-defined seasons and less accuracy in transitional seasons. On the other hand, El-Shafie et al. [26] have developed two rainfall prediction models for Alexandria, Egypt, using ANN and Multiregression (MLR). They have developed a FFNN model to predict yearly and monthly rainfall to evaluate the two models based on statistical parameters RMSE and Mean Absolute Error (MAE). Their results clearly showed that the FFNN model has outperformed the MLR model. They also have shown that even though the ANN model is a nonlinear model, it is still potentially suitable for rainfall forecasting.

Similar studies can be found in predicting the atmospheric temperature using ANN. Altan Dombayci and Gölçü [27] have developed an ANN model to predict daily mean ambient temperature in Denizli, Turkey, using temperature data obtained from the Turkish State Meteorological Service. They have predicted the temperature by varying the number of hidden layer neurons using Levenberg–Marquardt (LM) feedforward back propagation algorithm. The study has revealed that the ANN approach is a reliable model for ambient temperature prediction. In contrast, Baboo and Shereef [28] have built an ANN model to predict temperature with Back Propagation Neural Network (BPN). They considered the atmospheric pressure, atmospheric temperature, relative humidity, wind velocity, and wind direction data as the inputs. Their results have shown that the model has not only outperformed the forecasting numerical models but also the official local weather service forecasts also. Furthermore, Abhishek et al. [29], Devi et al. [30], and Olaiya and Adeyemo [31] are few other examples to predict future weather events and climate changes using ANN approaches.

There are several attempts in the literature for modeling the rainfall prediction to Sri Lanka. Punyawardena and Kulasiri [32] and Perera et al. [33] are couple of examples for statistical models while Kumarasiri and Sonnadara [34] and Weerasinghe et al. [35] are examples for soft computational models used in predicting rainfall. However, no comprehensive research has done to predict rainfall and atmospheric temperature in Colombo area, using soft computing techniques. Therefore, identifying that research gap, a soft computing-based ANN model was applied to Colombo city to find the relationships among the climatic parameters, including rainfall and atmospheric temperature.

2. Artificial Neural Network (ANN) Training Algorithms

ANNs are commonly used as a soft computing technique around the world to predict numerous real-world scenarios. Local or global nonlinear optimization methods are used in these ANN algorithms to optimize feedforward neural network weights. However, only local solutions are available through local searches, while global searches avoid this limitation [36]. The training algorithms used to train the proposed ANN are Levenberg–Marquardt (LM), Bayesian Regularization (BR) and Scaled Conjugate Gradient (SCG), BFGS Quasi-Newton (BFG), Resilient backpropagation (RP), Conjugate gradient with Powell–Beale restarts (CGB), Fletcher–Powell conjugate gradient (CGF), Polak–Ribiere conjugate gradient (CGP), and One-step secant (OSS) [37–39]. In an ANN, the objective of the training process is to reduce the global error (E) defined as follows [40]:

$$E = \frac{1}{P} \sum_{n=1}^{P} E_n,$$

where \(P\) is the total number of training patterns and \(E_n\) is the error for training pattern \(n\). \(E_n\) is calculated using the following equation:

$$E_n = \frac{1}{2} \sum_{k=1}^{N} (O_k - t_k)^2,$$

where \(N\) is the total number of output nodes, \(O_k\) is the network output at the \(k^{th}\) output node, and \(t_k\) is the target
output at the \(k^{th}\) output node. The global error can be reduced by adjusting the weights and biases in the training algorithms [40]. The \(O_k\) is calculated based on the user-defined algorithms whereas \(f_k\) is the observed or measured values of the same variable in \(O_k\).

Detailed explanations of the various algorithms (Levenberg–Marquardt, BFGS Quasi-Newton backpropagation, Scaled conjugate gradient backpropagation, Resilient backpropagation, Conjugate gradient with Powell–Beale restarts, Fletcher–Reeves and Polak–Ribiere conjugate gradient, and One-step secant) used in ANN are given by Perera et al. [41]. However, LM is the most commonly used optimization algorithm for the climate predictions.

3. Levenberg–Marquardt (LM) Algorithm

The Levenberg–Marquardt (LM) optimization algorithm is identified to be more powerful than the conventional gradient descent techniques. It is the most widely used optimization algorithm and designed to approach the second-order training speed without computing the Hessian matrix [42]. The Hessian matrix can be approximated when the performance function is in the form of sum of squares and is given in the following equation:

\[
H = J^T J,
\]

where \(J\) is the Jacobian matrix, containing the first derivatives of the network errors with respect to the weights and biases.

The standard backpropagation technique is used to compute the Jacobian matrix, which is less complex than computing the Hessian matrix. Equation (4) gives the Newton-like update used in the LM algorithm. When \(\mu = 0\), this is Newton’s method, using the approximate Hessian matrix:

\[
x_{k+1} = x_k - (J^T J + \mu I)^{-1} J^T e,
\]

where \(e\) is a vector of network errors, \(\mu\) is a scalar quantity, \(x_{k+1}\) is the predicted minimizer, and \(x_k\) is the current point.

4. BFGS Quasi-Newton Backpropagation (BFG) Algorithm

The BFGS Quasi-Newton algorithm uses Newton’s method given in equation (5), where \(H^{-1}\) is the Hessian matrix of the performance index at the current values of the weights and biases (usual notations are used here).

\[
x_{k+1} = x_k - H^{-1} g.
\]

BFGS method does not calculate the 2nd derivatives. However, an approximate Hessian matrix is updated in each iteration of the algorithm. This update is calculated as a function of the gradient. Superlinear convergence rate is observed in the BFGS method on most practical problems, even though the algorithm requires more computations and storage in each of the iterations performed. The Bayesian regularization is also widely used in the ANN architecture. It is a mathematical process which transfers a nonlinear regression into a statistical problem [43]. Overfitting and overtraining are two major issues in the backpropagation neural networks; therefore, the Bayesian regularization reduces these errors [35, 44].

4.1. Other Algorithms Considered. Resilient backpropagation (RP) is a backpropagation algorithm which is used to train the neural network. It is faster and does not need to specify any free parameter values. However, it is a complex algorithm. Conjugate gradient backpropagation with Powell–Beale (CGB) uses Powell–Beale algorithm which is an improvement of the Beale algorithm. Fletcher–Powell conjugate gradient (CGF) belongs to the conjugate gradient method of training neural networks similar to the CGB; however, it follows Fletcher–Powell algorithm. Polak–Ribiere Conjugate Gradient (CGP) is another conjugate gradient method which uses a different algorithm. Therefore, conjugate algorithms are further developed using several algorithms to train the neural networks. Scaled Conjugate Gradient (SCG) is used in feedforward neural networks. The algorithm is a supervised learning algorithm and also uses principles of conjugate gradient methods. On the other hand, One-Step Secant algorithm (OSS) is similar to BFGS Quasi-Newton backpropagation; however, it does not need to store a large Hessian matrix.

4.2. ANN in MATLAB Environment. ANN models were developed using MATLAB numerical computing environment (version 8.5.0.197613—R2015a) to predict atmospheric temperature and rainfall using the above stated training algorithms. Therefore, the dependent variables of the models are monthly average atmospheric temperature and the monthly cumulative rainfall. Atmospheric pressure, minimum and maximum relative humidity, average wind speed, and average temperature and rainfall were used as input variables to train the networks. The independent variables for the prediction of atmospheric temperature in a particular month were atmospheric pressure, relative humidities, wind speeds, and monthly cumulative rainfalls of the same month. However, the atmospheric temperatures and monthly cumulative rainfalls were swapped for the prediction of rainfall. The nonlinear autoregressive network with exogenous inputs (NARX) was used as the input model to predict \(y(t)\) with \(d\) past values of \(y(t)\) and \(x(t)\), where \(x(t)\) depends on different \(x(t)\) parameters for series of time steps, and \(x(t)\) is an independent parameter for different times steps, and \(d\) is the number of past values of \(x(t)\) which are used for training. The ANN was trained with 60% of target time-steps while 20% each of target time-steps was used to validate and test. In addition, 10 hidden neurons and 2 delays were used in the network as shown in Figure 1. MSE and correlation coefficient (R) were used to measure the performance of the developed models to predict average temperature and rainfall.

4.3. Case Study, Colombo, Sri Lanka. Sri Lanka, being an island having an approximate area of 65,610 km², is located in
the southeast of the Indian subcontinent. Climate of Sri Lanka is mainly governed by its monsoonal regime and tropical location (Kumarasiri and Sonnadara [34]). Sri Lanka experiences four rainfall seasons namely, northeast monsoon from December to February, 1st intermonsoon from March to April, southwest monsoon from May to September, and 2nd intermonsoon from October to November [5]. Colombo is the main city and the capital of Sri Lanka and it is in the west side of the island. Figure 2 shows the Google-based map of Colombo which has a land area of 37.31 km². Colombo is in the wet zone of Sri Lanka and receives higher annual precipitation. However, it has a warm tropical temperature pattern. Since 5 to 10 years ago, residents in Colombo have experienced impact of climate variabilities, including intensified rainfall causing floods and also higher daytime and nighttime atmospheric temperatures.

Therefore, it is highly important to understand the physics in the atmosphere in predicting the climate patterns for Colombo due to many reasons, including tourism-related aspects, control of electricity usage, and control of water supply. Therefore, we developed these ANN models to support the understanding of physics in climate variabilities in Colombo.

Monthly weather data were collected for Colombo city for 57 years spanning from 1961 to 2017 from the Department of Meteorology, Sri Lanka. Atmospheric pressure, minimum and maximum relative humidity, average wind speed, average temperature, and monthly rainfall data were collected for the analysis. These data were fed to the developed ANN algorithms to predict rainfall and average temperature as functions of other climatic parameters.

The analysis has also been carried out to the extreme weather conditions. There were no extreme temperature records in the temperature measurements to the city of Colombo over the past years. In other words, average monthly temperatures were below 30°C. However, there were several extreme rainfall events. A threshold value of 500 mm per month was considered as the lower margin of the extreme event for the demonstration purposes. There were 38 extreme rainfall months in total out of 684 months. The maximum rainfall of them is 971.5 mm occurred in November 2010. These extreme rainfall events were developed as a function corresponding to other climatic parameters.

5. Results and Discussion

5.1. Atmospheric Temperature as a Function of Other Climatic Parameters. Table 1 shows the correlation coefficients (R values) depicting the performance of the neural networks trained to predict atmospheric temperature using different training algorithms. It shows that BFG and LM training algorithms (highlighted) have performed slightly better compared with other algorithms with R values (>0.7). However, other algorithms also have shown fairly successful in predicting atmospheric temperature with higher R values.
Nevertheless, the BFG algorithm shows the best result. Figures 3(a)–3(d) give the results of the ANN model trained using the BFG algorithm. The figures show the predicted atmospheric temperature values against the observed data. It can be clearly seen that the predicted temperature values are underpredicted due to the lowering gradient of the trend line. However, the algorithm shows acceptable results in validation process. It has a correlation coefficient of 0.721. Therefore, the developed model using the BFG algorithm produces acceptable results for the atmospheric prediction.

Similar observations can be seen in CGF and LM algorithms (refer Figures 4 and 5). Both show the underpredicting behavior of the atmospheric temperature from the analysis. Therefore, the prediction provides a slight decreased atmospheric temperature value than the real value. Therefore, the people in Colombo city should be ready for increased atmospheric temperatures than those were predicted. This can be clearly seen in the real world as well, thus, the feelable atmospheric temperature around Colombo is more than the expected.

Table 2 shows the validation performance of different training algorithms used for atmospheric temperature prediction. CGB, CGP, and LM have converged to better

<table>
<thead>
<tr>
<th>ANN algorithm</th>
<th>Training</th>
<th>Validation</th>
<th>Test</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>BFG</td>
<td>0.71</td>
<td>0.72</td>
<td>0.82</td>
<td>0.73</td>
</tr>
<tr>
<td>CGB</td>
<td>0.67</td>
<td>0.6</td>
<td>0.66</td>
<td>0.65</td>
</tr>
<tr>
<td>CGF</td>
<td>0.71</td>
<td>0.77</td>
<td>0.41</td>
<td>0.67</td>
</tr>
<tr>
<td>CGP</td>
<td>0.6</td>
<td>0.72</td>
<td>0.67</td>
<td>0.62</td>
</tr>
<tr>
<td>LM</td>
<td>0.75</td>
<td>0.76</td>
<td>0.57</td>
<td>0.72</td>
</tr>
<tr>
<td>OSS</td>
<td>0.65</td>
<td>0.72</td>
<td>0.76</td>
<td>0.68</td>
</tr>
<tr>
<td>RP</td>
<td>0.78</td>
<td>0.58</td>
<td>0.52</td>
<td>0.68</td>
</tr>
<tr>
<td>SCG</td>
<td>0.72</td>
<td>0.59</td>
<td>0.54</td>
<td>0.63</td>
</tr>
</tbody>
</table>
perform faster than the other algorithms. However, the mean square error (MSE) of CGB is higher than the BFG, CGF, and LM algorithms. It can be summarized that the BFG and LM algorithm produce better solutions in lowered computational time by comparing the MSE values and number of epochs. Therefore, as a conclusion, it is clear that BFG and LM have outperformed other algorithms in predicting atmospheric temperature.

Furthermore, the graphical representation of the validation performance for the BFG and LM training algorithms is shown in Figure 6. It is clear that the developed ANN architecture for BFG and LM algorithms performs effectively in predicting atmospheric temperature since MSE has approached close to zero in lesser number of epochs while having an acceptable correlation coefficient.

5.2. Monthly Rainfall as a Function of Other Climatic Factors. Monthly rainfall was clustered into 12 months and then analyzed to identify the relationship among other climatic
parameters (12 ANN analyses for 12 months). However, the results are not promising. A direct link among the other climatic parameters (atmospheric temperature, relative humidity, atmospheric pressure, and wind) was not found. For some months like January with the LM algorithm (refer Figures 7(a) and 7(b)) and July with the SCG algorithm have shown slight agreement on a relationship among other climatic parameters; however, in general, the relationship is inconclusive. The correlation coefficients are around 0.4–0.6. Figure 8 presents the July rainfall analysis performance for the SCG training algorithm. As it was stated above, a marginal acceptance can be seen with correlation coefficients (0.4–0.6). These were the best results obtained for the rainfall prediction using ANN for Colombo city. Even though we
have marginal correlation coefficients, the MSE values for these analyses are unacceptable. LM algorithm gives 11908 of MSE for the month of January while SCG gives 5052 of MSE for the month of July. Average monthly rainfall for Colombo in January and July is **75 mm** and **135 mm**, respectively. Therefore, the errors are unacceptable for the rainfall measurements and predictions.

Figures 9(a)–9(f) illustrate some of the unsuccessful results from the analysis in predicting rainfall as a function of other climatic variables. Figure 9(a) shows a good correlation coefficient to the LM algorithm in the month of November; however, the validation correlation coefficient is -0.32 (refer Figure 9(b)). Therefore, this is an unacceptable test result. Even though the model is ready to predict the
Table 2: Validation performance.

<table>
<thead>
<tr>
<th>ANN algorithm</th>
<th>MSE</th>
<th>Number of epoch</th>
</tr>
</thead>
<tbody>
<tr>
<td>BFG</td>
<td>0.26</td>
<td>17</td>
</tr>
<tr>
<td>CGB</td>
<td>0.36</td>
<td>5</td>
</tr>
<tr>
<td>CGF</td>
<td>0.3</td>
<td>19</td>
</tr>
<tr>
<td>CGP</td>
<td>0.38</td>
<td>2</td>
</tr>
<tr>
<td>LM</td>
<td>0.25</td>
<td>6</td>
</tr>
<tr>
<td>OSS</td>
<td>0.28</td>
<td>10</td>
</tr>
<tr>
<td>RP</td>
<td>0.67</td>
<td>68</td>
</tr>
<tr>
<td>SCG</td>
<td>0.55</td>
<td>49</td>
</tr>
</tbody>
</table>

(a) Best validation performance is 0.25824 at epoch 17

(b) Best validation performance is 0.25189 at epoch 6

Figure 6: Performance for BFG and LM algorithms. (a) For the BFG algorithm. (b) For the LM algorithm.

Figure 7: Monthly rainfall analyses for January under the LM algorithm. (a) For training. (b) For validation.
rainfall in the month of November, and it cannot be validated. Therefore, this is a failure. Figures 9(c)–9(f) show similar results for different algorithms in different months. Failures can be observed even in the training of the neural network.

5.3. Extreme Rainfall Events as a Function of Other Climatic Factors. Figure 10 illustrates the correlation coefficients for the predicted and observed extreme rainfall events over the 57 years. The presented correlation coefficients are for the LM algorithm. However, unlike the regular rainfalls, there is an acceptable correlation for the extreme rainfall events. Therefore, the extreme rainfall events can be predicted using the other climatic parameters to some extent. This is interesting as the authorities are more concerned on the extreme events rather than the regular events.

However, there were no extreme events recorded for the last 57 years for the monthly average atmospheric temperatures for Colombo. There may be few extreme events in

Figure 8: Monthly rainfall analysis for July under the SCG algorithm. (a) For training. (b) For validation. (c) For test. (d) For all.
Figure 9: Continued.
Figure 9: Unsuccessful results from several analyses. (a) Training (LM, Nov). (b) Validation (LM, Nov). (c) Training (SCG, Oct). (d) Validation (SCG, Oct). (e) Training (BFG, Feb). (f) Test (BFG, Feb).

Figure 10: Continued.
atmospheric temperature for higher resolutions in the durations; for example, in daily temperatures or hourly temperatures.

6. Conclusions

Soft computing techniques were applied in identifying the climatic variables in a tropical environment, Colombo, Sri Lanka. Atmospheric temperature and monthly rainfall were identified as the two most important climatic parameters to predict as functions of other climatic parameters. The results show a good correlation in predicting atmospheric temperature with respect to other climatic parameters, including monthly rainfall, atmospheric pressure, minimum and maximum relative humidity, and average wind speed. LM and BFG algorithms produce better results, and BFG is the best out of them. Therefore, the neural model is ready for the future predictions in atmospheric temperature, and the results are highly important for the future energy demand, specifically in controlling the air conditions in the working environments at the energy crisis in Sri Lanka. However, a clear link between the monthly rainfall and the other climatic parameters could not be found. Results revealed that none of the algorithms produces acceptable results at a better computational cost. Therefore, it can be concluded herein that the monthly rainfall does not correlate with the considered other climatic parameters. However, future research is highly encouraged to find the better relationships. It would be better to incorporate the climate of the Indian Ocean to predict the rainfall in Colombo. However, the extreme rainfall events can be predicted with the usage of other climatic parameters. This is important. The controllers, environmentalists, and even the generic public are concerned on extreme rainfall events in Colombo due to flash floods in roads.

In addition, the model can be further implemented for the future climate prediction. The climate data can be obtained from various prediction models (global climate models-GCMs), and then the required climatic parameter can be predicted using the same model. For example, the future temperature in Colombo can be predicted using the GCM data for future years.
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