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This study presents a stochastic model based on the link performance function of the Bureau of Public Roads to assess the reliability of travel time in the transportation network. Empirical studies have verified that the variability of travel time can be ascribed to demand fluctuation and the degradation of the capacity of the stochastic network. The mean-variance approach in previous research presented the budget model of travel time, with the capacity of the stochastic network and elastic demand as the sources of uncertainty of travel time. Previous research was devoted to the study of estimation of travel time considering a single factor or a factor independent of these two sources. Meanwhile, this study introduces the current degeneration coefficient of capacity (CDC) and the density distribution function of road section saturation (DDFS) with simultaneous network capacity and traffic demand. Sensitivity analysis method for the parameters of the proposed model is investigated theoretically using the sensitivity model of traffic capacity degradation. Results of case analysis show that the DDFS and CDC have an effect on the decision of travelers regarding the choice of route. The empirical analysis also illustrates the effectiveness of the computational approach and the proposed model.

1. Introduction

The reliability of the transportation system has been gaining considerable attention because of the increase in traffic demand and serious congestion. Many scholars have investigated the three aspects of traffic reliability, which includes connectivity [1–3], capacity [4, 5], and travel time [6–11]. Among these aspects, travel time reliability has been identified as an important indicator of the performance of the transportation network [12–14]. Travel time reliability is an important performance measure for assessing traffic conditions and the extent of congestion on a roadway. Travelers are usually concerned with the appropriate time of departure from their point of origin and the reliability of arriving on time at their destination, which are related to travel time reliability. Analysis and evaluation of travel time reliability will benefit the organization of traffic flow and traveling service.

Travel time is an operational measure of network flow related to the interaction between traffic demand and supply. Traffic demand and supply can be characterized by traffic flow and link capacity in the road network. Therefore, performances of road networks, such as stochastic capacity and saturation of road sections, have an evident effect on travel time and its reliability. Stochastic capacity and saturation of road sections are related commonly to the uncertainty of demand and supply. The key influencing factors of supply uncertainty that have a serious effect on link capacity include natural disasters, routine road maintenance, random accidents, special events, and bad weather. Meanwhile, demand uncertainty indicates the random change of traffic demand related to origin to destination (OD) [4, 15].
Several scholars have conducted related research on travel time reliability that considers the demand or capacity. Bell and Lida [3] analyzed travel time reliability under the daily traffic demand shift. Shao et al. [16] derived travel time reliability based on the assumption that the OD demands are distributed normally. Zhou and Chen [17] presented a link flow distribution that follows the log-normal distribution to estimate travel time. Clark and Watling [7] proposed a computational procedure to construct the probability density function of link travel times under conditions of stochastic demand. Asakura [18] considered travel time reliability under the low link capacity because of damaged roads. Lo et al. [19] developed an approach to relate the variability of travel time caused by variations in the link capacity of the stochastic network with the aversive behavior of travelers regarding the risk in choosing a route. These studies only discussed one of the two key factors for travel time variability. A change in only one factor, such as traffic demand or supply, is adopted in the estimation of travel time because it has a certain effect on the estimation results.

Recently, some studies have considered demand fluctuation and the effects of the degradation of link capacity on travel time variability to decide on a traveler’s choice of route [20–22]. Chen et al. [4] treated the OD demands and link capacity as continuous random variables and used the Monte Carlo simulation technique to calculate travel time reliability. Lam et al. [20] considered the link capacity to be a nonincreasing function of rainfall intensity, and the travel demand is stochastic. Siu and Lo [22] assumed that the randomness of travel demand originates from the change in the volume of noncommuters, and the link capacity is subject to stochastic degradation. Although the current research considered the fluctuation of travel demand and degradation of link capacity, the scholars merely assumed that travel demand is treated as a continuous random variable, or the link capacity followed some distribution. Few scholars treated the fluctuation of travel demand and degradation of link capacity as an entire random variable to analyze the travel time reliability. Based on the relationship among travel time, traffic supply, and demand, which is described mainly through several conventional road impedance functions, such as the link performance function of the Bureau of Public Roads (BPR) [23], Davidson’s road impedance function [24], and the linear function and the regression road impedance model used by Germany and Japan, respectively, the link travel time is predicted using the change in traffic supply and demand. Among these functions, the BPR link performance function has been adopted extensively in the traffic field to estimate the link (route) travel time in road network [8, 11, 19, 25–29]. For instance, Lo et al. [19] proposed the expected travel time (ETT)- and travel time budget (TTB)-based BPR functions to analyze travel time reliability. However, they only considered traffic capacity as a single source of uncertainty, and traffic capacity is independent of the amount of traffic in the BPR function. On this idea, Wang et al. [8] considered the formulation of a bi-objective perspective in Lo et al. [19] and proposed a general travel time reliability bi-objective user equilibrium model to analyze travel time variability based on the BPR function. Ng and Waller [11] assumed that the volume-delay function is provided by the BPR function to characterize travel time reliability using the fast Fourier transform. Later, Lo and Tung [26] considered traffic capacity as a particular probability density function in the BPR function and presented the Mellin transform to estimate the mean and variance of the travel time distribution. Li [30] investigated a fundamental problem in quantifying the travel time variability-based BPR function from its root sources, namely, stochastic capacity and demand variations that follow commonly used log-normal distributions. The proposed models provide theoretically rigorous and practically useful tools for understanding the causes of travel time unreliability and evaluating the system-wide benefit of reducing variability in demand and capacity. Therefore, the BPR function is beneficial and plays an important role in the study of travel time reliability. However, the previous research still has some deficiencies. In particular, fluctuation in demand and degradation of link capacity in the BPR function were either ignored completely or considered simply.

In this study, we attempt to estimate the link travel time considering the ratio of demand and capacity as a random variable in the proposed model based on the BPR function. Travel demand fluctuation or capacity degradation as a random variable of each influencing factor is considered separately in many studies. This study introduced the current degeneration coefficient of capacity (CDC) and the density distribution function of road section saturation (DDFS) to represent the effect of travel time uncertainty and avoid ignoring the relationships between them. Thus, the degradation of stochastic link capacity and stochastic demand will affect the value of the mean and the variance of the link travel time in an uncertain transportation network. Road section saturation as a random variable of travel time simplifies the BPR model and avoids the effect of factors that cannot be quantified on the traffic demand and supply. The CDC of each link may change every moment because of the uncertainty of the traffic environment. Thus, the CDC is stated as a variable of time dimension. Travelers want to ascertain the mean travel time of a selected route and need to know how much their chances are of arriving in their destination to avoid late arrivals within their TTB based on the mean-variance approach, which includes ETT and a travel time margin. Therefore, we propose the TTB model within a time-varying framework based on the BPR function to satisfy the requirements of punctual arrival based on the consideration of these uncertainty variables. Thereafter, the attraction of an optimal route choice involves the evaluation of the ETT and TTB. The improved model is proposed as a criterion of travel choice to obtain an optimal route from OD.

This paper is organized as follows:

(1) We present the ETT and TTB models based on the BPR function with fluctuations in demand and degradation of capacity.

(2) Capacity degradation as an endogenous variable affects the route travel time. Thus, we analyze the
proposed ETT and TTB theoretically for sensitivity to degradation of capacity using the sensitivity analysis method.

(3) We show that the CDC and road section saturation have effects on travel time variability based on the proposed model by assuming two common distributions as normal and exponential for the DDFS and in the context of the mean-variance model as the main theoretical framework.

(4) Estimating the DDFS is an important issue in transportation. This study used the simplified vehicle speed data of morning rush hour to derive an estimation method for road section saturation based on traffic flow theory.

(5) A simple case study is conducted with real-world data from the Western 3rd Ring-Road Expressway to demonstrate and verify the proposed analytical model.

2. Objectives and Contributions

The objective of this study is to present a stochastic model based on the BPR link performance function and assess travel time reliability in the transportation network. We extend the application of the stochastic model by considering simultaneously the interaction between CDC and DDFS in the field of link/path travel time prediction. Case study and empirical analysis are also conducted to demonstrate the advantage of the proposed model. Results verified some practical implications regarding choice of route of drivers. This study also promoted the application of the road impedance function model in route choice and travel time estimation.

3. Model

The BPR function is adopted as the travel time of a link. The BPR function of a single link or corridor can be denoted as

\[ T_a = t_a^0 \left[ 1 + \beta \left( \frac{f_a}{c_a} \right)^n \right], \quad \forall a \in L, \]  

where the subscript \( a \) refers to a particular link and \( L \) is the set of directed links, \( t_a^0 \) is the travel time of link \( a \) in free flow, and \( c_a \) is the capacity of link \( a \). We let \( f_a \) denote the flow on the link \( a \). Thus, we assumed that link \( a \) of travel time function \( T_a \) is associated with flow \( f_a \) and capacity \( c_a \). In addition, the parameters \( \beta \) and \( n \) are undetermined parameters.

In the traditional model, we assume that the capacity degradation random variable \( c_a \) is independent of the amount of traffic (i.e., \( f_a \)) and neglect the capacity and traffic flow interacting with one another. In this study, by using road section saturation, the congestion level of the road section can be determined quickly. Thus, the DDFS usually appraises the real-time status of traffic jams in the complex traffic environment. The traveler should be able to obtain the distribution diagram of road section saturation along the route to estimate the travel time accurately. This study introduced the DDFS from this understanding.

We denote that \( g(f_a/c_a) \) is the DDFS of road section saturation \( f_a/c_a \), where all road section saturations on the study network are independent variables. However, road service level and traffic capacity are affected by various random factors, such as weather conditions and traffic accidents. Therefore, road section saturation is random and complex, thereby indicating that the design of traffic capacity is equal to the service rate in unit time, which will degenerate to a minimum with the worsening of the traffic environment. We then introduce the parameter \( \phi_a \in [0, 1] \), which implies that road section saturation \( \varphi_a \) can denote the proportion of link traffic flow \( f_a \) and link capacity \( c_a \) with a degeneration coefficient \( \phi_a \), that is, \( \varphi_a = f_a/\phi_a c_a \).

Here, road section saturation range is between 0 and \( 1/\phi_a \), which can satisfy the possibility of oversaturation in the road section. For example, we assume that traffic capacity of a link is 1500 pcu/h and its traffic volume is 1200 pcu/h. In general, bad weather and traffic accidents can lead to degradation of traffic capacity in urban roads. This phenomenon influences the road traffic network and decreases capacity in traffic networks. Therefore, the actual traffic capacity of a link may be reduced from 1500 pcu/h to 1000 pcu/h. Then, worst-case stochastic link capacity degradation coefficient \( \phi_a \) can be calculated as \( \phi_a = 1000 \text{ (pcu/h)} / 1500 \text{ (pcu/h)} = 2/3 \). The corresponding link saturation is \( \varphi_a = 1200 \text{ (pcu/h)} / 1500 \text{ (pcu/h)} = 2/3 = 1.2 \). That is, \( \phi_a \) can be defined as the worst-case stochastic link capacity degradation coefficient and is also a variable of time dimension \( t \) for each link. Intuitively, a higher value of \( \phi_a \) corresponds to a shorter time for exiting from the link. Thus, we employed such variable to reflect the traffic status under the imbalance between traffic supply and demand in the degradation of the network.

Using the DDFS on the degree of degradation, we can derive the mean of the supply-demand dependent term of link \( a \) travel time based on the expectation of a random variable as

\[ E(\varphi_a^n) = \int_0^{1/\phi_a} \varphi_a^n g(\varphi_a) d\varphi_a, \quad \forall a \in L, \]  

where \( \int_0^{1/\phi_a} g(\varphi_a) d\varphi_a = 1, \forall a \in L \). Here, the range of road section saturation is between 0 and \( 1/\phi_a \) because of the possible occurrence of oversaturation in the link.

We then present a model based on the BPR function to assess the ETT of a route with fluctuation in demand and degradation of capacity in the transportation network. The ETT of the route represents how much time is expected to be spent. The following assumption was made to obtain the ETT of route based on the BPR function of link.

Assumption. The ETT of all links on the study network is independent of each other, as denoted by \( E(T_a) \) for each link \( a \).

Travelers will always want to minimize the ETT of the route. Let \( T_r \) denote the travel time on route \( r \).
Mathematically, the mean of $T_r$ can be calculated based on the aforementioned assumption as

$$
\min E(T_r) = \min \sum_{a \in L} \delta_a^r \int_0^{t_a^0 + \rho t_a^2} \varphi_a \gamma(\varphi_a) d\varphi_a, \\
a \in L, \ r \in R,
$$

where $\delta_a^r$ is the usual link-path incidence (i.e., $\delta_a^r = 1$) if link $a$ belongs to path $r$ and 0 otherwise. The entire set of paths in the network is denoted by $R$.

**Remark.** In general, traffic jams on one link are likely to lead to congestion in upstream links considering the spatial-temporal correlation of traffic states. Therefore, link correlations have an influence on ETT in large-scale road networks. However, this assumption should be reasonable for the relatively minor network that this study aims to model. The distribution diagram of road section saturation also reflects the spatial-temporal evolution of traffic states in our study. Thus, the route travel time variable can be expressed by simply summing the corresponding link travel time variables.

However, travelers are concerned with the mean travel time and with satisfying the requirement of travel time reliability from OD. Degradation of network capacity causes travel time variability. Therefore, travelers do not know the exact prior travel times. Most travelers would depart early to allow for additional time or add a travel time margin to the expected trip time to avoid late arrivals [19]. Travelers are also concerned with travel time reliability when they are averse to risks. Therefore, travelers usually decide their route choice based on the TTB. The TTB represents how much time is needed for the trip. That is, travelers will provide a certain travel time margin to satisfy their requirements for punctual arrival.

In general, the TTB can be defined as $[TTB] = [\text{ETT}] + [\text{Travel Time Margin}]$, as shown in Figure 1.

The TTB model can be expressed based on the mean-variance approach as

$$
B_r = E(T_r) + \rho \sum_{a \in L} \delta_a^r \left[ \beta^2 (t_a^0)^2 \left[ E(\varphi_a^{2\alpha} - E(\varphi_a^{2\varphi})) \right] \right], \\
a \in L, \ r \in R,
$$

which is dependent on the level of risk aversion of an individual, measured by $\rho$, wherein the value of $\rho$ will always be greater than 0 and less than 2 [19].

Travelers usually want to minimize the ETT (i.e., $\min E(T_r)$) and also minimize the TTB:

$$
\min \left( E(T_r) + \rho \sum_{a \in L} \delta_a^r \left[ \beta^2 (t_a^0)^2 \left[ E(\varphi_a^{2\alpha} - E(\varphi_a^{2\varphi})) \right] \right] \right), \\
a \in L, \ r \in R.
$$

We consider the formulation from a bi-objective perspective. Thereafter, two objectives can be formulated as follows:

$$
\min E(T_r), \ r \in R, \\
\min \left( E(T_r) + \rho \sum_{a \in L} \delta_a^r \left[ \beta^2 (t_a^0)^2 \left[ E(\varphi_a^{2\alpha} - E(\varphi_a^{2\varphi})) \right] \right] \right), \\
a \in L, \ r \in R.
$$

Therefore, a bi-objective model is presented in models (6) and (7) to provide the most reliable path in the transportation network. That is to say, these two objective functions are adopted as their travel choice criteria.

### 4. Sensitivity Analysis of Capacity Degradation

Although the change of road section saturation directly affects the link (route) travel time, in consideration of the capacity degradation as an endogenous variable for travel time variability, we only need sensitivity modeling for the capacity degradation to analyze the sensitivity of traffic capacity for the proposed ETT and TTB.

The impact of capacity degradation is reflected in the travel time. Therefore, modeling the sensitivity of capacity degradation by the increment of travel time with the increase of the CDC is suitable and general. The assumption is that the ETT and TTB are differentiable for the CDC. Then, we obtain the mathematical expression of the sensitivity of capacity degradation as

$$
\text{sen}_{ETTr}^w = \frac{\partial (E(T_r, \phi_a + \Delta \phi_a) - E(T_r, \phi_a))}{\partial \phi_a}, \ \forall a, w, r, 
$$

$$
\text{sen}_{TTTr}^w = \frac{\partial (B(\phi_a + \Delta \phi_a) - B(\phi_a))}{\partial \phi_a}, \ \forall a, w, r,
$$

where $\text{sen}_{ETTr}^w$ and $\text{sen}_{TTTr}^w$ denote the sensitivity of capacity degradation of the path $r$ about the ETT (TTB) in O/D pair $w$. Large sizes offer additional increments of ETT (TTB) of path $r$ with the increase of the CDC.

The sensitivity of ETT and TTB for the CDC are derived using (8) and (9):
\[
\text{sen}_{\text{ETT}_k}^w = \frac{\partial \left( \sum_{a \in L} \delta^r_{\beta_{\phi a}} \left[ \int_0^{1/\phi_a + \Delta \phi_a} \varphi_a^m \varphi_a^g(\varphi_a) d\varphi_a - \int_0^{1/\phi_a} \varphi_a^m \varphi_a^g(\varphi_a) d\varphi_a \right] \right)}{\partial \phi_a}
\]

\[
= \sum_{a \in L} \delta^r_{\beta_{\phi a}} \left( \frac{1}{\phi_a^2} \right)^{n+2} \left[ \left( \frac{1}{\phi_a} \right)^{n+2} - \left( \frac{1}{\phi_a + \Delta \phi_a} \right)^{n+2} \right] \left( \frac{1}{\phi_a + \Delta \phi_a} \right),
\]

\[
\text{sen}_{\text{TTB}_k}^w = \frac{\partial (B(\phi_a + \Delta \phi_a) - B(\phi_a))}{\partial \phi_a} = \text{sen}_{\text{ETT}_k}^w + \Theta,
\]

where

\[
\Theta = \sum_{a \in L} \delta^r_{\beta_{\phi a}} \left( \frac{1}{\phi_a + \Delta \phi_a} \right)^2 \left( \frac{1}{\phi_a} \right) \left( 1 - \frac{(1/\phi_a + \Delta \phi_a)^{n+2} - (1/\phi_a + \Delta \phi_a)^{2n+2}}{2Y} \frac{1}{\phi_a + \Delta \phi_a} \left( \frac{1}{\phi_a + \Delta \phi_a} \right) \right).
\]

Figure 2 shows that the DDFS increases monotonically with the increase of road section saturation in the left interval of \(\phi^*\). In contrast, the DDFS decreases monotonically with the increase of road section saturation in the right interval of \(\phi^*\).

The following propositions can be obtained based on the analysis.

**Proposition 1.** The sensitivity of the ETT model for CDC is displayed as follows: The ETT performs higher sensitivity for the CDC in an increasing interval of DDFS; otherwise, the sensitivity of ETT for the CDC is weakened in decreasing interval of DDFS.

**Proof.** In accordance with (3), the ETT is strictly decreasing monotonously with the increase of the CDC, i.e., \(\partial \text{ETT}/\partial \phi_a < 0\). When road section saturation belongs to the increasing interval of DDFS, as well as \(g^\prime(\varphi) \geq 0\), it obtains that \(\text{sen}_{\text{ETT}_k}^w\) and \(\phi_a\) have a negative correlation according to (10). Then, \(\phi_a\) is decreasing monotonously with \(\text{sen}_{\text{ETT}_k}^w\). One conclusion can be drawn that the ETT performs higher sensitivity for the CDC in an increasing interval of DDFS based on \(\partial \text{ETT}/\partial \text{sen}_{\text{ETT}_k}^w \geq 0\). Otherwise, when road section saturation belongs to a decreasing interval of DDFS and \(g^\prime(\varphi) < 0\), and then, \(\phi_a\) is increasing monotonously with \(\text{sen}_{\text{ETT}_k}^w\) in accordance with \(\partial \text{sen}_{\text{ETT}_k}^w/\partial \phi_a \geq 0\). The result of \(\partial \text{ETT}/\partial \text{sen}_{\text{ETT}_k}^w \leq 0\) is derived. Therefore, the sensitivity of ETT for the CDC is weakened in decreasing interval of DDFS. This completes the proof.

**Proposition 2.** Under the sensitivity preference of ETT model for CDC, the sensitivity of TTB model for CDC is represented as follows: The TTB model performs with higher sensitivity for the CDC in an increasing interval of DDFS; in contrast, the sensitivity of TTB model for the CDC is weakened in decreasing interval of DDFS.

**Proof.** Differentiating the two sides of (5) for \(\phi_a\), we have

\[
\frac{\partial \text{TTB}}{\partial \phi_a} = \sum_{a \in L} \delta^r_{\beta_{\phi a}} \left[ -1 + \left( -\phi_a^m + 2 \left( \int_0^{1/\phi_a} \varphi_a^m \varphi_a^g(\varphi_a) d\varphi_a - \int_0^{1/\phi_a} \varphi_a^m \varphi_a^g(\varphi_a) d\varphi_a \right) \right) \phi_a^{m-2} \frac{1}{\phi_a} \right]
\]

\[
\leq - \frac{1}{2} \sum_{a \in L} \delta^r_{\beta_{\phi a}} \phi_a < 0.
\]
Then, it shows that the TTB is strictly decreasing monotonously with the increase of CDC. When road section saturation belongs to the increasing interval of DDFS and \( g''(\phi) \geq 0 \), we can obtain that \( \text{sen}_w^\text{TTB} \) and \( \Theta \) also have a negative correlation. In accordance with Proposition 1 and \( \text{sen}_w^\text{ETT} = \text{sen}_w^\text{TTB} + \Theta \), as well as \( \phi_a \) is decreasing monotonously with \( \text{sen}_w^\text{ETT} \). Thus, \( \text{sen}_w^\text{TTB} \) the TTB model performs with higher sensitivity for the CDC in an increasing interval of DDFS based on the conclusion of \( \partial \text{TTB}/\partial \text{sen}_w^\text{TTB} \geq 0 \). Otherwise, when road section saturation belongs to decreasing interval of DDFS and \( g''(\phi) < 0 \), we know that \( \phi_a \) is increasing monotonously with \( \text{sen}_w^\text{ETT} \) based on Proposition 1, and \( \text{sen}_w^\text{TTB} \) and \( \Theta \) also have a positive correlation in accordance with \( \partial \Theta/\partial \phi_a \geq 0 \). Then, we can obtain that the sensitivity of TTB for the CDC is weakened in decreasing interval of DDFS based on \( \partial \text{TTB}/\partial \text{sen}_w^\text{TTB} \leq 0 \). This completes the proof.

Propositions 1 and 2 show that the ETT and TTB models have a higher sensitivity for the CDC in a state of sparse traffic flow, whereas the sensitivity of ETT and TTB is weakened with increasing road section saturation when the traffic flow is in a state of saturation or oversaturation. This result is consistent with our intuition, as well as explains the impact of DDFS and CDC for the ETT and TTB in theory.

Next, we will give some illustrative examples and verify the results of Propositions 1 and 2, as well as the impact of the DDFS and CDC for the traveler’s decision regarding the choice of route based on the proposed ETT and TTB models by using the MATLAB tool.

5. Illustrative Examples

Generally, the travel time experienced by travelers is subject to different disturbances on the road (e.g., random accidents, routine road maintenance, natural disasters, special events, or bad weather) [31]. These relatively minor events occur quite frequently in our daily travel, increasing the degradations of stochastic link capacity, which constitute the source of travel time variations. The CDC of each link may change every moment because of the uncertainty of traffic environment. In addition, the DDFS has significant effects on travel time from OD with the time-varying traffic demand and supply. Therefore, the DDFS and CDC for each link have a considerable influence on the ETT and TTB based on the analysis of the previous section (Propositions 1 and 2).

The proposed models with fluctuation in demand and degradation of capacity are adopted as the criteria for the traveler’s route decision. Therefore, travelers should consider the influence of the DDFS and CDC of the link within the process of deciding route choice.

5.1. Four-Parallel Route Network. Consider the example depicted in Figure 3, comprising two nodes \( O \) and \( D \), four paths 1, 2, 3, and 4, and a single \( O/D \) pair \( w = (O,D) \).

Without loss of generality, we assume that the DDFS follows two common distributions in this test example, namely, normal and exponential. However, the specific shape distribution of road section saturation must investigate the road section saturation by traffic flow data.

The TTB for each path is represented by the summation of three parts (i.e., the free-flow travel time (FFTT), the waiting time (TWT), and the buffer time (TBT)), as shown in Figure 4. Travelers are usually concerned with the ETT and consider the effect of late arrival. Thus, travelers prefer considering the TTB rather than the ETT. The analyzed results reveal that different route choice criteria, such as the ETT and TTB, provide different travel routes. Table 1 shows that travelers should spend additional ETT and TTB from \( O \) and \( D \) if they choose Path 3 compared with Path 2. Similarly, if travelers choose Path 4 instead of Path 1, they should spend additional ETT and TTB from \( O \) and \( D \). Results show that the ETT and TTB of path change with the change in the CDC of the path changed. The implication is that the CDC has significant effects on travel time and its reliability. It also reflects the CDC and DDFS toward the effects of the preferences in the decision process of route choice, as shown in Figure 4. Observe that travelers on Path 4 may experience a higher TWT than those on other paths. Those worse cases are mainly caused by various sources, such as bad weather conditions, incidents, and other special events, which lead to deteriorating links and increasing road section saturation. Then, the path of travel time will increase with the formation of traffic congestion points in these situations. Therefore, two aspects of influencing factors for route should be considered in the process of choosing a route.

For instance, considering the DDFS with normal distribution \( \phi \in N (0.5, 0.25) \) and the FFTT of 23 minutes as shown in Table 1, we can obtain that the sensitivity of ETT is 0.02 for CDC when the CDC varies from 0.3 to 0.4, and the sensitivity of ETT is 0.38 for CDC when the CDC varies from 0.4 to 0.5. We can also obtain that the sensitivity of ETT is 0.548 for CDC when the CDC varies from 1 to 1.1, and the value of sensitivity of ETT is 0.364 for CDC when the CDC varies from 1.1 to 1.2. Although the CDC has the same increment in these two intervals (increasing and decreasing intervals of the DDFS), as described in Proposition 1, the proposed ETT model is more sensitive to the CDC in increasing interval of the DDFS, and the proposed ETT model...
is less sensitive to the CDC in decreasing interval of the DDFS. Likewise, the results of this analysis are also well suited to Proposition 2. Therefore, travelers can select the optimal routes from OD and depart at an appropriate time after being aware of the DDFS in the road. Notably, the CDC of the link affects the DDFS, thereby influencing the ETT and TTB. An optimal routing example is presented in the next section to highlight this point.

5.2. Small Network for Optimal Routing. The proposed TTB model is applied for analyzing a small network with 9 nodes and 15 links (see Figure 5), where OD is from nodes 1 to 9. We assume that the DDFS of the link follows an exponential distribution in this test case. However, the actual traffic capacity of each link varies at a provided time in different traffic environments. The link parameters are specified in Table 2.

![Figure 3: Four-link example network.](image)

![Figure 4: Analysis of the effects of travel time variability.](image)

![Figure 5: Small network.](image)

### Table 1: Results of the proposed ETT and TTB in the corresponding path parameters.

<table>
<thead>
<tr>
<th>Path</th>
<th>FFTT</th>
<th>DDFS</th>
<th>β</th>
<th>n</th>
<th>ϕ</th>
<th>ETT</th>
<th>TTB</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20</td>
<td>0.3</td>
<td>0.15</td>
<td>1</td>
<td>1</td>
<td>20.20</td>
<td>21.06</td>
</tr>
<tr>
<td>2</td>
<td>23</td>
<td>0.7</td>
<td>0.15</td>
<td>1</td>
<td>1</td>
<td>23.06</td>
<td>23.64</td>
</tr>
<tr>
<td>3</td>
<td>23</td>
<td>0.8</td>
<td>0.15</td>
<td>1</td>
<td>1/2</td>
<td>23.62</td>
<td>24.69</td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>0.5</td>
<td>0.15</td>
<td>1</td>
<td>1</td>
<td>24.22</td>
<td>26.02</td>
</tr>
</tbody>
</table>

5.2. Small Network for Optimal Routing. The proposed TTB model is applied for analyzing a small network with 9 nodes and 15 links (see Figure 5), where OD is from nodes 1 to 9. We assume that the DDFS of the link follows an exponential distribution in this test case. However, the actual traffic capacity of each link varies at a provided time in different traffic environments. The link parameters are specified in Table 2.

<table>
<thead>
<tr>
<th>Link</th>
<th>FFTT</th>
<th>CDC</th>
<th>DDFS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>15</td>
<td>0.3</td>
<td>E (0.5)</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>0.7</td>
<td>E (1.2)</td>
</tr>
<tr>
<td>3</td>
<td>30</td>
<td>0.8</td>
<td>E (0.6)</td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>0.5</td>
<td>E (1)</td>
</tr>
<tr>
<td>5</td>
<td>14</td>
<td>0.2</td>
<td>E (2.3)</td>
</tr>
<tr>
<td>6</td>
<td>17</td>
<td>0.4</td>
<td>E (1.6)</td>
</tr>
<tr>
<td>7</td>
<td>20</td>
<td>0.2</td>
<td>E (1.4)</td>
</tr>
<tr>
<td>8</td>
<td>32</td>
<td>0.9</td>
<td>E (1.8)</td>
</tr>
<tr>
<td>9</td>
<td>28</td>
<td>0.8</td>
<td>E (0.7)</td>
</tr>
<tr>
<td>10</td>
<td>30</td>
<td>0.7</td>
<td>E (1)</td>
</tr>
<tr>
<td>11</td>
<td>14</td>
<td>0.2</td>
<td>E (1.2)</td>
</tr>
<tr>
<td>12</td>
<td>25</td>
<td>0.7</td>
<td>E (0.5)</td>
</tr>
<tr>
<td>13</td>
<td>20</td>
<td>0.4</td>
<td>E (1.1)</td>
</tr>
<tr>
<td>14</td>
<td>25</td>
<td>0.6</td>
<td>E (2)</td>
</tr>
<tr>
<td>15</td>
<td>21</td>
<td>0.7</td>
<td>E (1.4)</td>
</tr>
</tbody>
</table>

Travelers employ two ways to obtain information about each link to select the optimal route (i.e., (1) the entire network information before departure and (2) the subsequent path information in the current junction). Therefore, the shortest path algorithm is adopted to select the optimal route for the two preceding strategies.

Strategy 1. The objective function is $\sum_{a \in L} \beta_a \cdot TTB$. The shortest path algorithm (Dijkstra algorithm) is presented to solve the objective function. Figure 6(a) shows that the optimal route is 1–4–8–9, and the least TTB is 90.33 min in the entire network from nodes 1 to 9.

Strategy 2. If the travelers only possess information about the current junction, then they can make the best decisions based on the corresponding links of the current node, which
are connected to the next node. Thereafter, Figure 6(b) was obtained via the Dijkstra algorithm. In this strategy, the travelers will obtain the optimal route as 1–3–6–8–9, and the least TTB is 101.3 min.

Figure 7 shows that the travel time of Strategy 1 is less than that of Strategy 2. The travelers may not choose node 4 as an alternative node for a trip when the CDC of link 10 varies from 0.7 to 0.2. If the travelers also select 1–4–8–9 as the optimum trip route, then they will spend additional TTB (i.e., \( \sum_{\delta_i} \delta_i \cdot \text{TTB} = 151.33 \)). Therefore, hedging the risks of real-time traffic changes, the best route choice is Strategy 2. This example provides a remarkable illustration of the influence of CDC in a time-varying transportation system, which affects the behavioral characteristics of travelers when choosing the route for travel. Moreover, a conclusion can be drawn that the DDFS is important for travelers when choosing routes.

6. Calibrating the DDFS by an Approximate Evaluation

The stochastic model of the ETT and TTB are affected by road section saturation. Therefore, estimating the DDFS is particularly important. The proposed model is a function of road section saturation. Road section saturation is the ratio of the actual traffic volume and the design traffic capacity based on the BPR function. Obtaining road saturation data is difficult in actual traffic situations. However, space mean speed of the link is easily collected by using a floating car with an information-collecting technology. Then, we can obtain road section saturation using traffic flow theory.

A linear relation expression of the three parameters of traffic flow is adopted as follows:

\[
\begin{align*}
\nu &= \nu_f \left(1 - \frac{k}{k_j}\right), \\
f &= kv,
\end{align*}
\]

where \( \nu \) is space mean speed, \( k \) is the traffic density, \( \nu_f \) is the free-flow speed, \( f \) is the traffic flow, and \( k_j \) is the jam density.

We can substitute the relationship of \( \nu \) and \( \nu_f \) for \( f/c \), considering the lower bound to be a fraction \( \phi_a \) of the design capacity:

\[
\frac{f}{c} = \frac{f}{\phi_a q_m} = \frac{kv}{\phi_a q_m} = \frac{v k \left(1 - \frac{\nu}{\nu_f}\right)}{1/4 \phi_a k_j v_f} = 4 \frac{\nu}{\phi_a v_f} \left(1 - \frac{\nu}{\nu_f}\right),
\]

\[
0 < \phi_a \leq 1, \quad \nu \geq \frac{1}{2} \nu_f.
\]

Figure 6: Graphic of the shortest path.

Figure 7: Value of ETT and TTB in the two strategies.
where \( q_m \) is the maximum service traffic volume of the link, which is usually similar to the design traffic capacity.

From the preceding analysis, reasonable and effective direct estimation of the effects of CDC and DDFS on the choice of travel route is an important issue in transportation. Therefore, the data used for evaluating the DDFS were floating car speeds collected in the Liuliqiao district, Beijing for the following study. Liuliqiao district includes Xinxing Bridge in the north, southward to Lize Bridge in the south, Baolian Road in the west, eastward to Honglian South Road in the east, with a total of 1005 nodes in the region. Liuliqiao is the exit of JingShi Expressway, a comprehensive transportation hub with interprovincial passenger transport as the main part, and its traffic flow is relatively large. The road speed limit is 80 km/h, the free-flow speed is approximately 68.4 km/h, and the jamming density is within the range of 115 veh/km–155 veh/km. The data were collected in a span of four weeks in 2013, including two weeks in March and two weeks in September, excluding weekends. First, missing data were replaced with data from the same period as collected on other days in the preprocessing of floating car speed data. Second, linear interpolation calculation was performed with adjacent time steps if data remained missing. The abnormal data for certain road segments, excluding those in the 95% confidence interval range, were identified from all speeds at the same time of day. Third, the speed data are time-mean average speed at every five minutes in each segment. Considering the fact that space mean average speed can substantially characterize the state of the segments, the floating car time-mean speeds were converted to space mean speeds of each segment based on the time and space mean speed relationship [32]. In the evaluation, a case study on the road section from the Western 3rd Ring-Road Expressway is conducted. The path from Xinxingqiao to Lizeqiao was divided into several segments in accordance with on- and off-ramps. The length of the segments was also obtained. In the case study, the different road sections have different morning peak hours. Therefore, the effective data were selected in a span of 20 weekdays between 6:30 and 9:30 AM. The topology of the selected road sections is shown in Figure 8.

This study selected several frequently used distributions as generalized extreme value, uniform, and normal to determine the optimal DDFS for the Liuliqiao data. We determined and compared the Kolmogorov–Smirnov (K–S) statistics of the selected distributions based on the floating car speed data. We choose about sixty distribution functions to fit DDFS. Among them, the K–S statistics of some common distribution functions are listed in Table 3.

According to the K–S statistic, a small value for K–S statistic indicates the high goodness of fit. Table 3 shows that the K–S statistic of generalized extreme value distribution is less than the K–S statistic of other distributions. Moreover, by taking an example of this link from node ID 11215 to node ID 11163, the DDFS follows the generalized extreme value distribution as shown in Figure 9. The P-P plot of Figure 10 shows that the data satisfy the generalized extreme value distribution function because each point approximates a straight line, which also shows that the DDFS is more in accordance with the generalized extreme value distribution compared with other distributions, such as normal, Johnson SB, and Weibull. Therefore, we have sufficient evidence to accept this result, in which the DDFS follows the generalized extreme value distribution in the Western 3rd Ring-Road Expressway during the morning rush hour.

The generalized extreme value of the DDFS is provided as

\[
g(\varphi_a; \kappa_a, \mu_a, \sigma_a) = \frac{1}{\sigma_a} \left[ 1 + \kappa_a \left( \frac{\varphi_a - \mu_a}{\sigma_a} \right) \right]^{-1/\kappa_a} \times \exp \left\{ - \left[ 1 + \kappa_a \left( \frac{\varphi_a - \mu_a}{\sigma_a} \right) \right]^{-1/\kappa_a} \right\},
\]

where \( 1 + \kappa_a (\varphi_a - \mu_a)/\sigma_a > 0 \); the subscript \( a \) refers to a particular link, \( \mu_a, \sigma_a > 0 \), and \( \kappa_a \) denote the location parameter, range parameter, and shape parameter of link \( a \), respectively. We must acquire the three preceding parameters of the generalized extreme value for each link by actual data calculations because road section saturation is different from each other during the morning rush hour.

Theoretically, we can obtain the following models to estimate the ETT and TTB during the morning rush hour.

\[
B_r = E(T_r) + \rho \sum_{a \in L} \delta^i_a \left( \frac{1}{\sigma_a} \right)^{1/\kappa_a} \varphi_a g(\varphi_a) d\varphi,
\]

\[
E(T_r) = \sum_{a \in L} \delta^i_a \left( \frac{1}{\sigma_a} \right)^{1/\kappa_a} \varphi_a g(\varphi_a) d\varphi,
\]

\[
g(\varphi_a; \kappa_a, \mu_a, \sigma_a) = \frac{1}{\sigma_a} \left[ 1 + \kappa_a \left( \frac{\varphi_a - \mu_a}{\sigma_a} \right) \right]^{-1/\kappa_a} \times \exp \left\{ - \left[ 1 + \kappa_a \left( \frac{\varphi_a - \mu_a}{\sigma_a} \right) \right]^{-1/\kappa_a} \right\}.
\]

7. Empirical Analysis

Travel time variability is tremendous during the morning rush hour. Thus, travelers are concerned with their TTB to
make a trip during the morning peak. In this case, travelers can choose their departure times or travel routes so that late arrivals at the destinations can be avoided. For this particular case, if travelers want to complete a journey from node IDs 11333 to 11163 (or 11226) during morning rush hour, then the TTB estimation can be obtained by equation (17). The three parameters of the generalized extreme value distribution for all related links in the morning peak are obtained by actual data calculations, as shown in Table 4.

The undetermined parameters always yield poor results in several engineering practices in China [33]. Thus, we calibrated the two parameters in this study based on the data of the Western 3rd Ring-Road Expressway. The value of $\beta$ and $n$ are obtained as 0.56 and 2.12, respectively. We also assumed that all links are independent of each other and are identical distributions. We determined that Lindeberg’s condition [34, 35] satisfies the random variable $T_d$. The route travel time converges to a normal distribution based on the central limit theorem. Then, we give parameter $\lambda = \Phi^{-1}(\alpha)$, where $\alpha$ is confidence level. $\lambda = 0$ of the model of equation (17) implies a confidence level of $\alpha = 0.5$ for TTB, which indicates the travelers are the ETT decision-makers because they select

### Table 3: Statistical results of DDFS for five links.

<table>
<thead>
<tr>
<th>Distribution</th>
<th>From node ID 11333 to node ID 11329</th>
<th>From node ID 11329 to node ID 11324</th>
<th>From node ID 11324 to node ID 11215</th>
<th>From node ID 11215 to node ID 11163</th>
<th>From node ID 11215 to node ID 11226</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generalized extreme value</td>
<td>0.03677</td>
<td>0.03187</td>
<td>0.04594</td>
<td>0.02612</td>
<td>0.04005</td>
</tr>
<tr>
<td>Johnson SB</td>
<td>0.04412</td>
<td>0.03557</td>
<td>0.0474</td>
<td>0.02659</td>
<td>0.04017</td>
</tr>
<tr>
<td>Log-normal</td>
<td>0.14788</td>
<td>0.03557</td>
<td>0.17705</td>
<td>0.11333</td>
<td>0.20991</td>
</tr>
<tr>
<td>Weibull</td>
<td>0.08799</td>
<td>0.0497</td>
<td>0.19495</td>
<td>0.09492</td>
<td>0.11225</td>
</tr>
<tr>
<td>Uniform</td>
<td>0.12405</td>
<td>0.08323</td>
<td>0.09964</td>
<td>0.12087</td>
<td>0.06977</td>
</tr>
<tr>
<td>Normal</td>
<td>0.10575</td>
<td>0.06734</td>
<td>0.12087</td>
<td>0.36142</td>
<td>0.4452</td>
</tr>
<tr>
<td>Exponential</td>
<td>0.33625</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Pareto</td>
<td>No fit</td>
<td>No fit</td>
<td>No fit</td>
<td>No fit</td>
<td>No fit</td>
</tr>
<tr>
<td>Distribution</td>
<td>From node ID 11329 to node ID 11324</td>
<td>From node ID 11324 to node ID 11215</td>
<td>From node ID 11215 to node ID 11163</td>
<td>From node ID 11215 to node ID 11226</td>
<td></td>
</tr>
<tr>
<td>Generalized extreme value</td>
<td>0.03677</td>
<td>0.03187</td>
<td>0.04594</td>
<td>0.02612</td>
<td>0.04005</td>
</tr>
<tr>
<td>Johnson SB</td>
<td>0.04412</td>
<td>0.03557</td>
<td>0.0474</td>
<td>0.02659</td>
<td>0.04017</td>
</tr>
<tr>
<td>Log-normal</td>
<td>0.14788</td>
<td>0.03557</td>
<td>0.17705</td>
<td>0.11333</td>
<td>0.20991</td>
</tr>
<tr>
<td>Weibull</td>
<td>0.08799</td>
<td>0.0497</td>
<td>0.19495</td>
<td>0.09492</td>
<td>0.11225</td>
</tr>
<tr>
<td>Uniform</td>
<td>0.12405</td>
<td>0.08323</td>
<td>0.09964</td>
<td>0.12087</td>
<td>0.06977</td>
</tr>
<tr>
<td>Normal</td>
<td>0.10575</td>
<td>0.06734</td>
<td>0.12087</td>
<td>0.36142</td>
<td>0.4452</td>
</tr>
<tr>
<td>Exponential</td>
<td>0.33625</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Pareto</td>
<td>No fit</td>
<td>No fit</td>
<td>No fit</td>
<td>No fit</td>
<td>No fit</td>
</tr>
</tbody>
</table>
routes to minimize their mean travel times. $\lambda = 1.64$ implies that travelers have a $\alpha = 0.95$ chance of arriving within their TTB.

Using the proposed model, the TTB and ETT are estimated in the case of Figure 8, as shown in Table 5.

Table 5 summarizes the resulting estimates and the errors of OVMTT and TTB, in which the mean absolute percentage error (MAPE) is calculated for each estimate. To illustrate, MAPE is calculated as follows:

$$\text{MAPE} = \frac{1}{m} \sum_{a=1}^{m} \left| \frac{\text{OVMTT}_a - \text{TTB}_a}{\text{OVMTT}_a} \right|,$$

where $m$ denotes the total number of links, TTB denotes the estimated TTB on the link $a$, and OVMTT denotes the observed values of the mean travel time.

Table 5 shows the proposed model for TTB with different confidence levels to estimate the OVMTT. As for different links, OVMTT with different certain error is calculated based on the original data of floating car speeds, which is caused by the road level, the road length, and the topological structure of the road network. Therefore, a certain measurement error leads to relatively large errors on some links. We found that the MAPE is relatively small for several single links. However, several specific links may have relatively large estimation errors based on the proposed model of equation (17), assuming that the traveler makes a trip from node IDs 11333 to 11163 (or 11226). The resulting estimates are presented in Table 6. The estimates indicate that the proposed model makes an effectively approximate estimate for the OVMTT, although a certain error exists between the OVMTT and ground-truth values of mean travel time.

Figure 11 also displays the value of TTB under different travel time reliabilities based on the proposed model, which shows that travelers can select an appropriate departure time to make a trip based on their requirement of travel time reliability.

In this empirical example, the TTB is analyzed in a conventional traffic environment during the morning rush hour. Therefore, all links have not degenerated, and the CDC is equal to 1 for any link. In this case, we verified the validity of the proposed model of equation (17) to provide the TTB for travelers. However, the proposed model did not obtain the confirmation of the real example when the CDC of the link changed during a traffic accident. But the approach can be demonstrated in a simulated environment where the CDC of the link changes due to any incident. As mentioned in Section 5, the proposed model of equation (17) can estimate the TTB for travelers in the case of road capacity degradation based on the results of the example of optimal routing.

Therefore, extending the proposed model with considerably accurate data is also worth examining and the application to various realistic networks with empirical data is desirable.
8. Conclusions

In this study, we introduced the CDC and DDFS to establish the travel time performance function based on the BPR function. We present the stochastic model to assess travel time reliability for travel route choice in the transportation network, which can evade the internal relation between traffic capacity and demand on the whole and investigate the effect of traffic capacity and demand for travel time variability.

Theoretically, the sensitivity of ETT and TTB model for the CDC of traffic capacity is different under different intervals of DDFS. This conclusion was verified through some case studies. The randomness analysis of demand and supply plays an important role in travel time variability. The CDC and DDFS have significant influence on the MAPE between the proposed TTB model and the ground-truth values of travel time. We used the simplified vehicle speed data of morning rush hour to derive an estimation method for road section saturation based on traffic flow theory. In conclusion, the DDFS is in accordance more with the generalized extreme value distribution compared with other distributions, such as normal, Johnson SB, and Weibull, through a simple case study with real-world data from the Western 3rd Ring-Road Expressway. The empirical analysis illustrates the effectiveness of the computational approach and the proposed models.

Our proposed TTB model is highly suitable for estimating travel time reliability of urban expressways or highway and even a relatively minor road network. These traffic scenarios can weaken the spatial-temporal correlation of road sections. Therefore, additional studies should be conducted based on the proposed TTB model. Extension of the TTB model to consider link correlation for each route that reduces the MAPE in degradation network would be interesting. We only conducted a case study on the road section from the Western 3rd Ring-Road Expressway to analyze our proposed model. A large-scale statistical should be included in future research. Empirical studies verify only roughly the effectiveness of the model. Therefore, we should provide a statistical analysis that reveals the distribution diagram of all links in a specific period by gathering accurate data regarding road section saturation. We can then provide a rational departure time and route choice based on the proposed model in traffic engineering, which is an important issue for future studies.
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