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This study proposes a path-finding model for multi-target strike planning. The model evaluates three elements, i.e., the target value, the aircraft's threat tolerance, and the battlefield threat, and optimizes the striking path by constraining the balance between mission execution and the combat survival. In order to improve the speed of the Multi-Objective Evolutionary Algorithm Based on Decomposition (MOEA/D), we use the conjugate gradient method for optimization. A Gaussian perturbation is added to the search points to make their distribution closer to the population distribution. The simulation shows that the proposed method effectively chooses its target according to the target value and the aircraft's acceptable threat value, completes the strike on high value targets, evades threats, and verifies the feasibility and effectiveness of the multi-objective optimization model.

1. Introduction

The air defense system has been significantly improved in modern warfare [1]. Air strikes from low altitude play an important role in modern warfare. The use of ground clutter cover and the existence of radar low altitude blind spots can greatly reduce the enemy's air defense capability and improve the penetration probability; however, the high risk and high operational difficulty of low altitude penetration limit the usability of low altitude penetration [2]. Path planning becomes one of the key technologies for precision strike.

Traditional models for path planning mainly evaluate the threat level due to terrain and air defense radar. These models minimize the threat through multi-objective algorithm [3], but seldom consider the situation of multi-target striking. In an actual combat, simply flying from a point A to a point B is not enough. Air vehicles often need to pass through multiple targets or areas extremely important for mission completion, such as the mission assembly area, the refueling area, and the targets to destroy. The ratio between the target value and its associated air defense capability varies for different targets. Therefore, it is necessary to plan the flying path that maximizes the probability of the target elimination as well as the aircraft's chance of survival.

In recent years, [4–6] proposed several modeling approaches that can plan flying paths connecting multiple target regions. The basic theory is to model the path planning problem as a traveling salesman problem (TSP) after the targets are chosen. Although these approaches can make the flying track pass through multiple target areas, there are two problems. Firstly, they do not rank the target according to its value. Secondly, path evaluation and aircraft safety are not considered. The path planned by these models will inevitably pass through the chosen target areas, even if the threat cost to these areas has exceeded the upper limit of the aircraft or a target is simply inaccessible. To solve the aforementioned problems, this paper proposes a path planning modeling approach for multi-target strike missions. It evaluates the balance among the aircraft might, the target value, and the threat level. It links the targets selection and the path evaluation. The evaluation is used to complete path planning under more complex mission conditions.

In our approach, the evolutionary algorithm is used to solve path planning [7, 8], and the decomposition multi-objective evolutionary algorithm (MOEA/D) [9] is used to solve the model. The simulation results show that the model is capable of completing the path planning effectively after weighing the target value and the threat.
2. Methodology

Given known conditions of the battlefield terrain, the air defense threat and the target location, an aircraft faces two kinds of threats: the terrain obstacle and the struck by the air defense system en route to target. Most of the targets in a battlefield are under the protection of an air defense system. The bombing aircraft is inevitably subject to a high level of air defense threats. The aircraft’s risk tolerance is higher for higher value targets, and vice versa.

2.1. Function of Path. Within the mission domain, an aircraft flies from point A to point B before leaving the battlefield. Connecting point A and point B, the path of aircraft can be represented by Fourier series with AB as the axis,

\[ y_i = \sum_{j=1}^{n} k_i \sin (w_j x_i), \]

where \( w_i \), \( n = 1, 2, 3, ..., n \) are the angular frequencies and \( k_i \), \( n = 1, 2, 3, ..., n \) are the corresponding amplitudes. The low frequency part of sine function is taken for the maneuverability. The minimum turning radius of an aircraft is \( r_{\text{min}} \):

\[ r_{\text{min}} = \frac{v^2}{g} \cdot \tan \theta_{\text{max}}, \]

where \( v \) is the speed of the aircraft, \( g \) is the acceleration of gravity, and \( \theta_{\text{max}} \) is the maximum roll angle of the aircraft. Setting \( v = 720 \text{km/h} \) and \( \theta_{\text{max}} = 75^\circ \) gives a minimum turning radius \( r_{\text{min}} \) = 1.1 km. The curvature radius of the path should be larger than the minimum turning radius \( r_{\text{min}} \):

\[ r_{\text{min}} \leq \left( 1 + k_{\text{max}}^2 \times \cos^2 (w) (3/2)^3 \right) \times k_{\text{max}} \times \sin (w). \]

The maximum amplitude is \( k_{\text{max}} \). Set \( k_{\text{max}} = 6 \); the range of path angular frequency can be obtained according to Figure 1.

According to Figure 1, the range of available \( w \) is about

\( 0.04 + k\pi, 1.30 + k\pi \) or \( (1.85 + k\pi, 3.10 + k\pi) \).

The amplitude range is \( 0 < k < 6 \). Within these frequency and amplitude ranges, we use the method in [1] to randomly generate a matrix of \( n \times m \). If \( m \) is the population size and \( n \) is the length of individual chromosome, \( k_i \) in each row of the amplitude matrix constitutes a chromosome. The gene location of chromosomes corresponds to the angular frequency, and the gene value is the corresponding amplitude. We next bring the angular frequency \( w \) and amplitude \( k \) into the path function and compute a fight path.

2.2. Constraint Analysis for Path Planning. The constraints on the path planning consist of four factors formulated as follows.

\[ \sum_{i=1}^{n} \left| x_i - y_i \right| \]

The path length \( S \) is

\[ S = \int_{x_1}^{x_n} \sqrt{1 + y^2} \, dx. \]

The low frequency part of sine function is taken for the maneuverability. The minimum turning radius of an aircraft is \( r_{\text{min}} \):

\[ r_{\text{min}} = \left( 1 + k_{\text{max}}^2 \times \cos^2 (w) (3/2)^3 \right) \times k_{\text{max}} \times \sin (w). \]

The maximum amplitude is \( k_{\text{max}} \). Set \( k_{\text{max}} = 6 \); the range of path angular frequency can be obtained according to Figure 1.

According to Figure 1, the range of available \( w \) is about

\( 0.04 + k\pi, 1.30 + k\pi \) or \( (1.85 + k\pi, 3.10 + k\pi) \).

The amplitude range is \( 0 < k < 6 \). Within these frequency and amplitude ranges, we use the method in [1] to randomly generate a matrix of \( n \times m \). If \( m \) is the population size and \( n \) is the length of individual chromosome, \( k_i \) in each row of the amplitude matrix constitutes a chromosome. The gene location of chromosomes corresponds to the angular frequency, and the gene value is the corresponding amplitude. We next bring the angular frequency \( w \) and amplitude \( k \) into the path function and compute a fight path.

2.2. Constraint Analysis for Path Planning. The constraints on the path planning consist of four factors formulated as follows.

\[ \sum_{i=1}^{n} \left| x_i - y_i \right| \]

The path length \( S \) is

\[ S = \int_{x_1}^{x_n} \sqrt{1 + y^2} \, dx. \]

The constraint on the targets: we set the coordinates of the targets to \( (x_{t1}, y_{t1}) \). In the case of dropping aerial bombs, an aircraft needs to face the target to ensure a successful bombing. The \( P \) is the horizontal distance between the aircraft location and the target point.

\[ P = \sqrt{\frac{2h}{g}} \cdot v \]

where \( h \) is the altitude and \( v \) is the aircraft velocity. Since the aircraft is not guaranteed to face the target after entering the bombing zone, it needs to make some maneuvers to adjust its heading. Considering the various headings when entering the bombing zone, the aircraft should adjust its heading at the latest \( R_{\text{min}} \) from the target point,

\[ R_{\text{min}} = \sqrt{R_{\text{min}}^2 + p^2}. \]
Therefore, in the initial stage of bombing, the aircraft should be in a ring with an outer diameter of \( R_{\text{max}} \) and an inner diameter of \( R_{\text{min}} \); \( R_{\text{max}} = R_{\text{min}} + 1 \). Let \((x_h, y_h)\) be the target point; the path point \((x_i, y_i)\) should satisfy
\[
R_{\text{min}} \leq \sqrt{(x_i - x_h)^2 + (y_i - y_h)^2} \leq R_{\text{max}}
\]  

(10)

2.3. Fitness Function Design. In the construction of fitness function, the constraints in path planning should be divided into “elastic constraints” and “hard constraints.” Elastic constraints include the air defense threat and flight offset. Hard constraints refer to rigid constraints such as terrain constraints and target locations. For elastic constraints, the fitness of a single point has little effect on the full path. The evaluation of the path quality mainly depends on the superposition of each point’s elastic fitness value, so the fitness value of a single point is small. For hard constraints, the single-point fitness value has a greater influence on the path evaluation. If a certain point does not satisfy one of the hard constraints, the whole path will be abolished.

2.3.1. Fitness Design of a Flight Path. The fitness of a path is formulated as follows:
\[
W_q = p + s + z
\]

(11)
where \( P \) is the path offset, \( s \) is the distance of the path, and \( z \) is the penalty value of a terrain barrier.

If \( \sqrt{(x_i - x_{\text{goal}})^2 + (y_i - y_{\text{goal}})^2} \geq r_i \) then \( z = \infty \); the path is to be abolished if it passes through the terrain obstacle area.

2.3.2. Threat Fitness Design. The path threat fitness is
\[
W_t = W_f - J
\]

(12)
where \( W_f \) is the penalty value of an air defense threat and \( J \) is the reward value of this point is located at the bombardment location satisfying \( R_{\text{max}} \geq \sqrt{(x_i - x_h)^2 + (y_i - y_h)^2} \geq R_{\text{min}} \), the reward value of this point is
\[
J_i = C_i \cdot W_f \cdot J_f,
\]

(17)
where \( W_f \) is the acceptable threat value of the mission, which is determined by the aircraft’s survival and penetration ability, and \( C = \{C_1, C_2, C_3, \ldots, C_N\}, C_1 + C_2 + \ldots + C_N = 1 \) are the target values.

There are many ways to determine the target value. According to different sources of original data, they can be divided into two categories: subjective weighting method and objective weighting method. The difference between the two methods is whether the subjective factors of decision maker are considered. In military field, the evaluation of targets involves many factors, such as tactical intention, commander consideration, and mission impact. These make it difficult to quantify the targets mathematically. Therefore, it is more appropriate to use the subjective weighting method. The subjective weighting method includes Delphi Method, AHP, Binomial Coefficient, and Decision Alternative Ratio Evaluation System (DARE). AHP [10] is a multi-objective decision analysis method combining qualitative and quantitative analysis. In particular, it quantifies the decision-makers’ judgment based on experience when the target (factor) structure is complex and lacks necessary data. Compared with other methods, the AHP has the advantages of conciseness, practicability, and high efficiency. At the same time, it also has some limitations, such as excessive influence of subjective factors, low precision, and the inability to generate new solutions. But in the problem of determining the target value, there are the following characteristics. (1) The subjective factors of the planners are very important. (2) The error of the target accuracy has little effect on the fitness value. (3) There is a high requirement for the speed. (4) The problem only needs to rank the original targets and does not need new solutions. In summary, the AHP method is used to determine the target value.

The threat value is the summation of each path point threat
\[
W_f = \sum_{j=1}^{n} W_{fj}
\]

(16)

(2) Target reward value design: in order to highlight the progressive relationship between the target points, a design method of target reward value combined with the analytic hierarchy process (AHP) is proposed. When the path point \((x_i, y_i)\) is located at the bombardment location satisfying \( R_{\text{max}} \geq \sqrt{(x_i - x_h)^2 + (y_i - y_h)^2} \geq R_{\text{min}} \), the reward value of this point is
\[
J_i = C_j \cdot W_f \cdot J_f.
\]

First, the planner compares the targets in pairs. The comparision results are then used to evaluate the relative importance between the pair targets through a score table. The importance is ranked from 1 to 7, where 1 means less important and 7 means extremely important. For \( N=4 \), the target comparison table is shown in Table 1.

We can see that Table 1 is an \( m=4 \) order square matrix. We calculate the weight according to an analytic hierarchy process.

\[
W_j = 50 - (50 - P) \times \frac{L}{r},
\]

(13)
When \( L < r \),

\[
W_{ij} = P - (P - Q) \times \left( \frac{L - r}{R - r} \right).
\]

(14)
When \( R < L \),

\[
W_j = Q \times \left( 1 - \frac{L - R}{L} \right).
\]

(15)
2.4. Model Optimization. A multi-target strike path optimization model is established based on the above analysis:

\[
\text{min } W_j; \quad \text{min } W_i; \quad \sqrt{(x_i - x_{o1})^2 + (y_i - y_{o1})^2} \geq r_a + 1; \quad R_{\text{max}} \leq \sqrt{(x_i - x_h)^2 + (y_i - y_h)^2} \leq R_{\text{min}}; \quad W_f \leq W_{f1};
\]

3. The Hybrid Conjugate Gradient Method for MOEA/D Algorithm

In the actual multi-target path planning, the target position and parameters, battlefield environment, etc. often change rapidly. A hybrid conjugate gradient method (MCGM) MOEA/D algorithm is proposed to solve the problem of reprogramming in finite time when the task parameters change.

3.1. MOEA/D Algorithm. MOEA/D algorithm simplifies the multi-objective problem into several single-objective problems by using a decomposition strategy [11]. Compared with the traditional evolutionary algorithm, the subproblems do not need to be optimized repeatedly, and the adjacent subproblems can be optimized with each other to improve the efficiency of the algorithm [12, 13]. However, because the algorithm needs a large population size, the convergence speed is low when the subproblem becomes complex.

3.2. The Conjugate Gradient Method. The conjugate gradient method [14] is a deterministic algorithm based on the steepest descent method [15] and the Newton method [16]. Compared with Newton’s method, it does not need to compute Hesse matrix and has good quadratic termination, but it is easy to fall into a local minimum when solving optimization problems.

The algorithm flow is as follows.

Step 1. Set the algorithm precision \( \varepsilon, k = 1 \), and select the initial search point \( x^{(1)} \).

Step 2. The algorithm termination condition is \( \| \nabla f(x^{(k)}) \| \leq \varepsilon \). If it is established, the algorithm will terminate; otherwise

\[
d^{(k)} = -\nabla f(x^{(k)}) + \beta_{k-1}d^{(k-1)}
\]

\[
\beta_{k-1} = \begin{cases} \frac{0}{\| \nabla f(x^{(k-1)}) + \nabla f(x^{(k)}) \|}, & k = 1 \\ \frac{\| \nabla f(x^{(k-1)}) \|^2}{\| \nabla f(x^{(k)}) \|^2}, & k > 1 \end{cases}
\]

Step 3. One-dimensional search is carried out to solve \( a_k \) by minimizing:

\[
\min \varphi(a) = f(x^{(k)} + ad^{(k)})
\]

Set \( x^{(k+1)} = x^{(k)} + a_kd^{(k)} \);

Step 4. Set \( k = k + 1 \); turn to step 2.

3.3. The Improved MOEA/D Algorithm

3.3.1. Analysis of Improved MOEA/D Algorithm. According to the characteristics of the two algorithms, an improved MOEA/D algorithm is proposed by combining the two algorithms.

At present, some studies have incorporated the conjugate gradient method into the evolutionary algorithm. For example, [17, 18] proposed the conjugate gradient method as a search operator to improve the search speed of the algorithm. In [17], the conjugate gradient method is used to search all individuals in the population, which results in excessive computation and a loss of speed advantage. In [18], in order to reduce the computational complexity, the population central individual (population mean individual) is used as the initial search point. Although this method improves the efficiency of the algorithm, in the case of large population, a single central individual cannot represent the entire population, and the solution is easy to fall into local optimal solutions.
To overcome the shortcomings of the above methods, this paper proposes an initial search point selection method with Gauss perturbations. The algorithm improves the speed while retaining the excellent convergence.

3.3.2. Selection of Initial Search Points for Adding Gauss Perturbation. In statistics, the larger the size of the data is, the closer the data distribution is to normal distribution. Under the condition of a large population, the population distribution can be regarded as normal distribution. Gauss perturbation refers to the stochastic perturbations that satisfy normal distribution. In this paper, a Gaussian perturbation is added to the selection of initial search points, and the number of search points is properly increased, so that the set of search points is added to the selection of initial search points, and then the number of decision variables is obtained, thus having the probability distribution characteristics of the population.

Given the population size m, the individual $a_i \in R, (i = 1, 2, ..., m)$, the central individual $a_0$ is the average of individual fitness in the population,

$$ a_0 = \frac{1}{m} \sum_{i=1}^{m} a_i. $$

Assuming that the population satisfies the normal distribution $(\mu, \sigma^2)$ and that $a_0$ is the average of individual population, $\mu = a_0$, $\sigma^2$ can be obtained from the variance formula

$$ \sigma^2 = \frac{1}{m} \sum_{i=1}^{m} (a_i - a_0)^2. $$

The initial search point $a_0^i$ is generated after adding Gaussian perturbations to the center population

$$ a_0^i = a_0 + \text{gauss}(a_0, \sigma^2) $$

Repeat 10 times to generate the initial search point set $\{a_0^i\}(i = 1, 2, ..., 10)$. The set $\{a_0^i\}$ thus has the probability distribution characteristics of the population, which not only ensures the diversity of sampling, but also avoids searching for all individuals, so that the algorithm will easily fall into local optimum while increasing the speed.

3.3.3. The Improved MOEA/D Algorithm Flow. The improved MOEA/D algorithm flow is as follows.

Step 1. Algorithm initialization.


Step 4. Calculate the fitness of individuals and calculate the population center $a_0$.

Step 5. The initial search point set $a_0^i$ is generated, and the conjugate gradient method is used to search. After satisfying the termination condition, the search result set $a_n^c$ is obtained.

Step 6. $a_0^i$ is used to generate new individuals and calculate fitness values, and the individuals whose fitness values are lower than the new individuals will be replaced.

Step 7. Determine whether the loop ends or not by using the termination condition; if not, turn to step 2 to repeat the cycle until the end of the loop.

4. Simulation Results and Analysis

In order to verify the planning ability of the model under different situations, four simulation experiments are designed to four situations.

4.1. Setting of Simulation Parameters. The battlefield scope is set at 100 km $\times$ 100 km, and the target comparison evaluation table is shown in Table 2.

- The target weight is $C_1 = 0.20, C_2 = 0.20, C_2 = 0.20, C_3 = 0.07, C_4 = 0.520$.
- The Simulation parameters are shown in Table 3.

Table 3: Simulation parameter table.

<table>
<thead>
<tr>
<th>Task parameters</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size</td>
<td>150</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neighbor size</td>
<td>30</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum number of iterations</td>
<td>500</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of decision variables</td>
<td>34</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Target value comparison.

<table>
<thead>
<tr>
<th></th>
<th>target 1</th>
<th>target 2</th>
<th>target 3</th>
<th>target 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>bomb target</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1/3</td>
</tr>
<tr>
<td>target 1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1/3</td>
</tr>
<tr>
<td>target 2</td>
<td>1</td>
<td>1/3</td>
<td>3</td>
<td>1/5</td>
</tr>
<tr>
<td>target 3</td>
<td>1/3</td>
<td>1/3</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>target 4</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>1</td>
</tr>
</tbody>
</table>

4.2. Algorithm Performance Analysis. The improved MOEA/D algorithm and the traditional MOEA/D algorithm are used to solve the model and make the first path planning in MATLAB 2014. If the algorithm Pareto curve is smooth and no longer changing, the algorithm has converged. In order
to compare the convergence speeds of the two algorithms, 20 simulation experiments were carried out to record the convergence time of the two algorithms, and a box diagram of the convergence time was shown in Figure 2.

Figure 2 shows that the median convergence time of the improved MOEA/D algorithm is 18s, while that of the traditional MOEA/D algorithm is 26s. On the stability of the receiving speed, the upper and lower bounds of the improved MOEA/D algorithm are 14s-21s and the difference is 7s, while the upper and lower bounds of the MOEA/D algorithm are 21s-31s and the difference is 10s. In summary, the improved MOEA/D algorithm has better convergence speed and stability.

Taking the median convergence rate of the algorithm as the data, the Pareto front-end diagrams of the improved MOEA/D algorithm and the traditional MOEA/D algorithm are shown in Figures 3 and 4.

By analyzing Figures 3 and 4, we can see that the shape of Pareto curves of the two algorithms is basically similar, and the improved MOEA/D algorithm has better continuity and smoothness.

4.3. Path Analysis. The four situations correspond to (1) striking high-threat and low-value targets, (2) target points in an insurmountable terrain barrier, (3) striking remote target points, and (4) striking high-threat high-value targets. The path planning modeling approach proposed in [6] is used as the first and second situation simulation experiment control group. It verifies the importance of the aircraft performance and the path threat to selected targets. The third and fourth experiments verify the path planning ability under different conditions of the model.

4.3.1. The First Situation Path Analysis. We use the Pareto front-end diagram to analyze the first path planning solved by the improved MOEA/D algorithm. If the range problem is a given priority, the optimal flight path distance of the aircraft is 144 km and the threat value is 148. If the priority is given to the aircraft safety, the flight path distance of the aircraft is 295 km and the threat value is 18. In order to balance the two factors, the median individuals of the population are selected to plot the path. The path planning map is shown in Figure 5.

The circle in the figure represents the radar threat. The outer circle is the general threat area. The inner circle is the serious threat area. If an aircraft enters the serious threat area, it will have a greater probability of being shot down. The interior part filled with oblique lines is the overlooking section of terrain obstacles at flight altitude. The fly path must not pass through this area. The points \( (C_1, C_2, C_3, C_4) \) in the figure indicate the target that the mission needs to bomb, and the path should reach the area where it can be bombed. Analysis of Figure 5 shows that the path effectively evades the threat, shortens the range as much as possible, and passes through the targets \( C_1, C_2, \) and \( C_4 \). Because of the low value of the target and the serious threat, the bombing cost of the aircraft is too high for \( C_3 \), so the model abandons the target.
4.3.3. The Third Situation Path Analysis. Move the target point $C_3$ in the serious threat area to a coordinate point (100, 70) that is not threatened but is relatively far from the central axis of the path. The path has been replanned, shown in Figure 9.

Figure 9 shows that although the target $C_3$ is relatively remote, the path can still pass through the area that leads to the elimination of $C_3$.

4.3.4. The Fourth Situation Path Analysis. If $C_3$ is a high value target, we can adjust the acceptable threat value and the value of target point $C_3$. Here we set the targets $C_1=0.55$, $C_2=0.15$, $C_3=0.15$, $C_4=0.15$, and the affordable threat value $W_{ft} = 150$. The simulated flight path planning is shown in Figure 10.

In Figure 10, comparing the results of the first and the second path planning, the model plans a different path under the condition that the basic battlefield environment remains unchanged, but the target value and the aircraft’s tolerance of
threat have changed. When the aircraft is faced with a high-threat and low-value target $C_3$, it abandons the target. When the aircraft has an improved ability to withstand threats and $C_3$ becomes a high-value target, the model plans a path which includes $C_3$.

By analyzing the first and second simulation experiments, the importance of selecting targets based on the value of target, aircraft performance, and threats was proved by the comparison with the control group. Compared with the path of the control group that strikes all targets, the modeling approach proposed in this paper has more practicability. The third and fourth experiments show that the path planned by the model in this paper can strike any target on the premise of ensuring the safety of the aircraft.

5. Conclusion

This paper discusses and solves the flying path planning problem for multi-target missions. The proposed method evaluates the weight of each target using the analytic hierarchy process (AHP) and determines the value for each target after considering the aircraft’s acceptable threat tolerance. The improved MOEA/D algorithm is used to solve the problem of target selection and path planning. The simulation results show that the improved algorithm can converge quickly and better. By adjusting the weight of the target value and the acceptable threat tolerance, we can obtain a path that satisfies the mission requirements. We use a simple multi-target bombing mission as an example, but the method can be easily extended to other situations with different constraints on the target region and fly parameters.
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