In this article, we propose a fault tolerant control for multiple-input multiple-output (MIMO) nonlinear systems via model predictive control. The MIMO nonlinear systems are approximated by MIMO ARX-Laguerre multiple models. The latter is obtained by expanding a discrete-time MIMO ARX multiple model parameters on Laguerre orthonormal bases. The resulting model ensures an efficient complexity reduction with respect to the classical MIMO ARX multiple models. This parametric complexity reduction still subject to an optimal choice of the Laguerre poles defining Laguerre bases. The parameter and structure identifications of the MIMO ARX-Laguerre multiple models are achieved by the recursive method and a metaheuristic algorithm, respectively. The proposed model is built from the system input/output observations and is used to synthesize a MIMO nonlinear fault tolerant control algorithm via MPC. So, we develop a fault detection and isolation (FDI) scheme based on the proposed model. The scheme of the fault detection is applied at every step of MPC control calculation, where we determine the actuator faults and we use it in the MPC optimization problem to determine the new control with respect to the actuator faults. The proposed strategy is tested on numerical simulation and validated on the real system.

1. Introduction

The security of technological systems is a major concern in the last decade [1–4]. Ensuring the security and the environment of a process require the knowledge of its operating status as finely as possible at every moment. In particular, we have to be able to decide if the working system is normal or if a malfunction has occurred. In this case, it is interesting to know the nature of this dysfunction, which is the main objective of the diagnosis. So, in the context of increasing autonomy of the systems, once the dysfunction is detected and identified, this knowledge must be taken into account when calculating a closed-loop control law to counter the influence of defects. This strategy is entitled fault tolerant control (FTC) [5].

The goal of this work is to synthesize fault tolerant control for nonlinear multiple-input multiple-output (MIMO) systems via model predictive control (MPC) based on reduced complexity multiple models. Model-based predictive control is a well-established online control strategy which iteratively computes control signals by solving an optimization problem over a future time horizon under certain process constraints [6–9]. This optimization uses a prediction model of the future plant behavior. The closed-loop performance depends on the choice of an appropriate model for prediction and several tuning parameters. To model MIMO nonlinear systems, several models are used like neural network [10], MIMO nonlinear autoregressive with exogenous input model (NARX) [11], fuzzy logic model [12], and MIMO autoregressive with exogenous input (ARX) multiple models known as MIMO Takagi–Sugeno model [13]. However, these models are constrained by a high parameter number. Furthermore, the complexity of MIMO nonlinear models handicaps the synthesis of a control law by increasing the computation time of the control. To overcome this problem, several works are developed in the literature in the case of single-input single-output (SISO) linear and nonlinear models and MIMO linear model by expansion on Laguerre orthonormal bases [14–18].

In this context, we propose in this paper to reduce the parametric complexity of ARX MIMO multiple models by decomposing its parameter associated with the inputs and the
2. Modeling of MIMO Nonlinear Systems

2.1. Principle of Multiple Model Approach. A multiple model is a set of LTI (linear time invariant) and causal submodels aggregated by an interpolation mechanism to characterize the dynamic behavior of the overall nonlinear system. It is characterized by the number of submodels, their structure, and the choice of weighting functions. A multiple model structure is represented by

\[ y(k) = \sum_{s=1}^{L} \mu_s(y(k-1))y_s(k), \] (1)

where \( y(k) \) is the multiple model output, \( L \) is the submodel number, \( \mu_s(y(k)) \) is the weighting function associated to the \( s^{th} \) submodel, \( y(k) \) is the decision variable in general is selected as the input or the output of the system, and \( y_s(k) \) is the output of the \( s^{th} \) submodel. The weighting functions \( \mu_s(y(k)) \) allow to determine the relative contribution of each submodel according to the zone where the system operates, and they respect the convexity properties given as follow:

\[ \sum_{s=1}^{L} \mu_s(y(k)) = 1, \quad 0 \leq \mu_s(y(k)) \leq 1 \quad \forall s = 1, \ldots, L. \] (2)

The weighting functions can be constructed from continuous functions derivatives such as Gaussian functions as follows:

\[
\begin{align*}
  w_s(y(k)) &= \exp\left(-\frac{(y(k) - c_s)^2}{\sigma_s^2}\right), \\
  \mu_s(y(k)) &= \frac{w_s(y(k))}{\sum_{j=1}^{L} w_j(y(k))},
\end{align*}
\] (3)

where \( \sigma_s \) and \( c_s \) are, respectively, the dispersion and the center of the indexed variable \( y(k) \).

2.2. MIMO ARX Multiple Models. A strictly causal discrete time MIMO nonlinear system with \( p \) inputs and \( m \) outputs can be represented by a MIMO ARX multiple models where each nonlinear multiple-input single-output (MISO) system \( y_i(k) \) for \( i = 1, \ldots, m \) can be represented by a MISO ARX multiple models written as

\[ y_i(k) = \sum_{s=1}^{L} \mu_s(y(k-1))y_i^s(k), \] (4)

where \( y_i^s(k) \) is the output of the \( s^{th} \) submodel for the MISO model, \( \mu_s(y(k-1)) \) is the weighting function associated with the \( s^{th} \) submodel for the MISO model, and \( y(k-1) \) is the decision variable selected as the inputs or the outputs of the system:

\[ y(k-1) = [y_1(k-1), y_2(k-1), \ldots, y_m(k-1)], \] (5)

where \( y_i(k-1) = u_i(k-1) \) for \( i = 1, \ldots, p \), \( (h = p) \), if the decision variable is selected as the inputs and \( y_i(k-1) = y_i(k-1) \) for \( i = 1, \ldots, m \), \( (h = m) \), if the decision is variable selected as the outputs. By defining the following matrices,
The $s^{th}$ MISO linear submodel can be described by its output equation $y_i^s(k)$ given by a MISO autoregressive with exogenous input (MISO ARX) model as follows:

$$y_i^s(k) = \sum_{t=1}^{p} \sum_{j=1}^{n_u} h_{t,u}^s(j) y_i(k-j) + \sum_{j=1}^{m} \sum_{r=1}^{n_b} h_{t,b}^r(j) y_i(k-j),$$

(9)

where $h_{t,u}^s(j)$ and $h_{t,b}^r(j)$ are the model parameters of the $s^{th}$ MISO ARX submodel, $u_i(k)$ and $y_i(k)$ for $(t = 1, \ldots, p)$ and $(i = 1, \ldots, m)$ are, respectively, the $t^{th}$ system inputs and the $i^{th}$ system outputs, and $n_u$ and $n_b$ are the model orders associated, respectively, with the inputs and the outputs of every $s^{th}$ MISO ARX submodel.

The $s^{th}$ MISO ARX submodel can be written in the matrix form as

$$y_i^s(k) = \varphi^T(k) \theta_i^s,$$

(10)

with

$$\varphi(k) = [u_1(k-1), \ldots, u_1(k-n_u), \ldots, u_p(k-1), \ldots, u_p(k-n_u), y_1(k-1), \ldots, y_1(k-n_b), \ldots, y_m(k-1), \ldots, y_m(k-n_b)]^T,$$

$$\theta_i^s = [h_{1,u}^s(1), \ldots, h_{1,u}^s(n_u), \ldots, h_{p,u}^s(1), \ldots, h_{p,u}^s(n_u), h_{1,b}^r(1), \ldots, h_{1,b}^r(n_b), \ldots, h_{m,b}^r(1), \ldots, h_{m,b}^r(n_b)]^T,$$

(11)

then, the MISO ARX multiple models given by relation (4) can be rewritten as

$$y_i(k) = \sum_{s=1}^{L} \mu_i(y(k-1)) \varphi^T(k) \theta_i^s.$$  

(12)

The output of the MISO ARX multiple models $y_i(k)$ can be rewritten as

$$y_i(k) = \psi^T(k) \Theta_i,$$

(13)

with

$$\psi(k) = \begin{bmatrix} \mu_i(y(k-1)) & \varphi(k) \\ \vdots & \vdots \\ \mu_i(y(k-1)) & \varphi(k) \end{bmatrix}^T,$$

$$\Theta_i = \begin{bmatrix} \theta_1^s \\ \vdots \\ \theta_r^s \end{bmatrix},$$

(14)

where each MISO ARX multiple model is characterized by a $N_i$ parameters number determined as follows:

$$N_i = L[p.n_u + m.n_b].$$

(15)

Then, the MIMO ARX multiple models are characterized by a $(mN_i)$ parameter number. From relation (15), we can conclude that the complexity of the MIMO ARX multiple models increases according to the submodel orders $n_u$ and $n_b$. In order to reduce the number of parameters, we will proceed with the decomposition of these coefficients $h_{t,u}^s(j)$ and $h_{t,b}^r(j)$ for $(i, r = 1, \ldots, m)$ and $(t = 1, \ldots, p)$ of the MIMO ARX multiple models given by (9), for $(i = 1, \ldots, m)$, on Laguerre orthonormal bases.

3. Expansion of MIMO ARX Multiple Models on Laguerre Orthonormal Bases

In this section, we use the Laguerre orthonormal bases to reduce the parametric complexity of the MIMO ARX multiple models defined by (9) [15, 18, 20]. This choice is due to the capability of Laguerre base on parametric reduction and for the classical recurrent representation. According to the stability condition of the system in the sense of bounded-input bounded-output criterion (BIBO), the coefficients $h_{t,u}^s(j)$ and $h_{t,b}^r(j)$ are absolutely summable and they satisfy

$$\sum_{j=1}^{\infty} |h_{t,u}^s(j)| < \infty, \quad (t = 1, \ldots, p),$$

$$\sum_{j=1}^{\infty} |h_{t,b}^r(j)| < \infty, \quad (r = 1, \ldots, m),$$

(16)

Therefore, these coefficients belong to the Lebesgue space $L^2[0, +\infty)$. Noting that the orthogonal Laguerre functions form an orthogonal base belong also to the Lebesgue space, the coefficients $h_{t,u}^s(j)$ and $h_{t,b}^r(j)$ can
be, respectively, developed on the Laguerre bases $\mathcal{F}_{a} = \{\varphi_{a}^{j}(s)\}_{j=0}^{\infty}$ and $\mathcal{F}_{b} = \{\varphi_{b}^{j}(s)\}_{j=0}^{\infty}$ as follows \cite{20, 21}:

$$
\begin{align*}
\hat{h}_{a}^{j}(n) &= \sum_{n=0}^{\infty} g_{a,n}^{j} \varphi_{a,n}^{j}(\xi_{a}, n), \quad (t = 1, \ldots, p), \\
\hat{h}_{b}^{j}(n) &= \sum_{n=0}^{\infty} g_{b,n}^{j} \varphi_{b,n}^{j}(\xi_{b}, n), \quad (r = 1, \ldots, m), \\
(1 &= i, \ldots, m), \quad (s = 1, \ldots, L),
\end{align*}
$$

(17)

where for $s = 1, \ldots, L$, $t = 1, \ldots, p$, and $(i, r = 1, \ldots, m)$, $g_{a,n}^{j}$ and $g_{b,n}^{j}$ are the Fourier coefficients, $\xi_{a,n}$ and $\xi_{b,n}$ are the poles defining, respectively, the orthogonal bases $\mathcal{F}_{a}$ and $\mathcal{F}_{b}$. Taking into account the stability condition (16), the $s$th MISO ARX multiple models given by (9) can be written as

$$
y^{s}_{i}(k) = \sum_{r=1}^{p} \sum_{j=1}^{\infty} \hat{h}_{a}^{j}(n) u_{r}(k-j) + \sum_{r=1}^{m} \sum_{j=1}^{\infty} \hat{h}_{b}^{j}(n) y_{r}(k-j),
$$

(18)

where $\hat{h}_{a}^{j}(n) = 0$ if $j > n_{a}$ and $\hat{h}_{b}^{j}(n) = 0$ if $j > n_{b}$.

By substituting $\hat{h}_{a}^{j}(n)$ and $\hat{h}_{b}^{j}(n)$ given by (17) in the $s$th MISO ARX submodel defined by (18), the resulting submodel can be written as

$$
y^{s}_{i}(k) = \sum_{r=1}^{p} \sum_{j=1}^{\infty} g_{a,n}^{j} \varphi_{a,n}^{j}(\xi_{a}, n) u_{r}(k-j) \\
+ \sum_{r=1}^{m} \sum_{j=1}^{\infty} g_{b,n}^{j} \varphi_{b,n}^{j}(\xi_{b}, n) y_{r}(k-j),
$$

(19)

for $(s = 1, \ldots, L)$ and $(i = 1, \ldots, m)$.

The relation (19) can be written, for $(s = 1, \ldots, L)$ and $(i = 1, \ldots, m)$, as

$$
y^{s}_{i}(k) = \sum_{r=1}^{p} \sum_{j=1}^{\infty} g_{a,n}^{j} \varphi_{a,n}^{j}(\xi_{a}, n) u_{r}(k-j) \\
+ \sum_{r=1}^{m} \sum_{j=1}^{\infty} g_{b,n}^{j} \varphi_{b,n}^{j}(\xi_{b}, n) y_{r}(k-j).
$$

(20)

By analogy to the development given by Mbarek et al. \cite{22} for the MIMO case and from relation (A.3) and (A.4) given in Appendix A, the MISO ARX-Laguerre multiple model can be described by the following recursive representation:

$$
\begin{align*}
X^{i}(k+1) &= A^{i}_{a} X^{i}(k) + B^{i}_{a} u(k) + B^{i}_{b} y(k), \\
y^{i}(k) &= C^{i}_{a} X^{i}(k), \\
y^{i}_{i}(k) &= \sum_{j=1}^{p} \mu_{i,j} (y(k-1))^{j+1},
\end{align*}
$$

(21)

where $C^{i}_{a}$, for $(i = 1, \ldots, m)$ and $(s = 1, \ldots, L)$, are the parameter vectors regrouping the Fourier coefficients $g_{a,n}^{j}$, for $(n = 0, \ldots, N^{a}_{s}-1)$ and $(t = 1, \ldots, p)$, and $g_{b,n}^{j}$, for $(n = 0, \ldots, N^{b}_{s}-1)$ and $(r = 1, \ldots, m)$.

The matrices $A^{i}_{a}$, $(t = 1, \ldots, p)$ and $A^{i}_{b}$, $(r = 1, \ldots, m)$ are defined according to the poles $\xi_{a,n}$ and $\xi_{b,n}$ as given, respectively, by relations (A.13) and (A.14).

The matrices $B^{i}_{a}$ and $B^{i}_{b}$ are defined by

$$
B^{i}_{a} = \begin{bmatrix} 0 & 0 & \cdots & 0 & 0 \end{bmatrix},
$$

(24)

$$
B^{i}_{b} = \begin{bmatrix} 0 & 0 & \cdots & 0 \end{bmatrix},
$$

(25)

where the vectors $B_{a}^{i}$, $(t = 1, \ldots, p)$ and $B_{b}^{i}$, $(r = 1, \ldots, m)$ are defined according to the poles $\xi_{a,n}$ and $\xi_{b,n}$ as given, respectively, by relations (A.15) and (A.16).

The output of the $i$th MISO ARX-Laguerre multiple models $y^{i}_{i}(k)$ given by (21) can be written as

$$
y^{i}_{i}(k) = C^{i}_{a}^{T} X^{i}(k),
$$

(26)

where $C^{i}_{a}$ and $X^{i}(k)$ are defined as follows:
where every MISO model is decomposed into parallel structure diagram in the case of 2 inputs/2 outputs given, for

\[
\mathbf{C}_i = \begin{bmatrix} (C_{i,1}^T) & (C_{i,2}^T) & \cdots & (C_{i,L}^T) \end{bmatrix}^T,
\]

\[
\mathbf{X}_i(k) = \begin{bmatrix} \mu_1(y(k - 1))(X_{i,1}^T(k)) \mu_2(y(k - 1))(X_{i,2}^T(k)) \cdots \mu_i(y(k - 1))(X_{i,j}^T(k)) \end{bmatrix}^T.
\]  

Then, the MIMO ARX-Laguerre multiple models can be written in the following recursive representation:

\[
\mathbf{X}(k + 1) = \mathbf{A}_i \mathbf{X}_i(k) + \mathbf{B}_{a,s}^T \xi(k) + \mathbf{B}_s \mathbf{y}(k),
\]

\[
\mathbf{y}(k) = \mathbf{C} \mathbf{X}(k),
\]

where the state vector \( \mathbf{X}(k) \) and the matrices \( \mathbf{C}, \mathbf{A}, \mathbf{B}_a, \) and \( \mathbf{B}_b \) are defined, respectively, as

\[
\mathbf{X}(k) = \begin{bmatrix} (X_{1,1}(k))^T, (X_{2,1}(k))^T, \ldots, (X_{1,m}(k))^T \end{bmatrix}^T,
\]

\[
A = \begin{bmatrix} A_1 & 0 & \cdots & 0 \\ 0 & A_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & A_L \end{bmatrix},
\]

\[
B_a = \begin{bmatrix} B_{a,1} \\ \vdots \\ B_{a,L} \end{bmatrix},
\]

\[
B_b = \begin{bmatrix} B_{b,1} \\ \vdots \\ B_{b,L} \end{bmatrix}.
\]

4. Identification of the MIMO ARX-Laguerre Multiple Models

A strictly causal discrete time nonlinear MIMO system with \( p \) inputs and \( m \) outputs can be described by a MIMO ARX-Laguerre multiple models where each MISO system, for \( (i = 1, \ldots, m) \), is represented by the recursive representation given by relation (21) and the \( i \)th output \( y_i(k) \) is rewritten by the vectorial representation as given in relation (26). Each MISO ARX-Laguerre multiple model is characterized by the parameter vector \( \xi_{i,j} \) defined by relation (27) and the poles vector \( \xi_{i,j} \) given by relation (29). To ensure a significant parametric reduction, it is necessary to optimize the MIMO ARX-Laguerre multiple model poles. The identification of the parameter vectors \( \xi_{i,j} \) and the optimization of the poles \( \xi_{i,j} \) are presented in the next sections.
4.1. Recursive Identification of the Fourier Coefficients. This method proposed by Abdelwahed et al. [21] is based on the minimization of a regularized square error given as

\[
J_i(h) = \left( \mathbf{Y}_i(h) - \mathbf{\Psi}_i(h) \mathbf{C}_i(h) \right)^T \left( \mathbf{Y}_i(h) - \mathbf{\Psi}_i(h) \mathbf{C}_i(h) \right) + \alpha (\mathbf{C}_i(h) - \mathbf{C}_i(h)^T) \mathbf{C}_i(h),
\]

where \( \mathbf{C}_i(h) \) and \( \mathbf{C}_i(h)^T \) are the parameter vectors regrouping the Fourier coefficients associated with the \( i \)th output at time instant \( (h-1) \) and \( h \), respectively, and the vector \( \mathbf{Y}_i(h) \) and the matrix \( \mathbf{\Psi}_i(h) \) are defined as

\[
\mathbf{Y}_i(h) = \left[ \mathbf{Y}_i(1), \mathbf{Y}_i(2), \ldots, \mathbf{Y}_i(h) \right]^T,
\]

\[
\mathbf{\Psi}_i(h) = \left[ \mathbf{X}_i(1)^T, \mathbf{X}_i(2)^T, \ldots, \mathbf{X}_i(h)^T \right].
\]

The optimal parameter vector \( \mathbf{C}_i(h) \) of each \( i \)th MISO system is obtained by minimizing the quadratic regularised square error \( J_i(h) \) given by relation (38). The gradient of the criterion \( J_i(h) \) with respect to \( \mathbf{C}_i(h) \) is written as
\[
\frac{\partial J_f (h)}{\partial \Psi_i (h)} = -2 [\Psi_i (h)^T \Psi_i (h) - \Psi_i (h)^T \Psi_i (h) \Psi_i (h)] - 2 \alpha_i (\alpha_i (h) - \alpha_i (h-1)).
\]  
(40)

From relation (40), we can calculate the estimated parameter vector \( \Psi_i (h) \) of each \( i \)th MISO system as
\[
\Psi_i (h) = \left( \Psi_i (h)^T \Psi_i (h) + \alpha_i I \right)^{-1} \left( \Psi_i (h)^T \Psi_i (h) + \alpha_i \Psi_i (h) \right).
\]  
(41)

The recursive parametric identification of the MIMO ARX-Laguerre multiple models representing a nonlinear MIMO system of \( p \) inputs and \( m \) outputs where each MISO system is decomposed into \( L \) submodel is described by the following algorithm.

4.2. Pole Optimization of the MIMO ARX-Laguerre Multiple Models Using Metaheuristic Algorithms. To guarantee a significant parametric reduction of the proposed MIMO ARX-Laguerre multiple models, it is necessary to optimize the \( (L, (m + p)) \) Laguerre bases poles. Several optimization methods are proposed in the literature in order to put the Laguerre poles into their optimal values, such as the gradient algorithm, the Newton–Raphson algorithm, and the Bouzrara el al.’s method. In this paper, since we have many poles to be optimized, \( (L, (m + p)) \) poles, we propose the use of genetic algorithms (GAs) as a metaheuristic optimization method. The values of the MIMO ARX-Laguerre multiple models poles are optimized by minimizing the normalized mean squared error (NMSE) of each MISO ARX-Laguerre multiple models given by
\[
\text{NMSE}_j = \frac{\sum_{k=1}^{M} (\Psi_j (k) - \Psi_i (k))^2}{\sum_{k=1}^{M} (\Psi_j (k))^2},
\]
where \( \Psi_j (k) \) and \( \Psi_i (h) \) are the \( i \)th output system and the \( i \)th output of the MIMO ARX-Laguerre multiple models, respectively.

\[
J_f (k) = \sum_{j=k-N_f+1}^{k} \left( C \left( \bar{X} (j-1) + B \left[ \bar{U} (j-1) + \bar{f} (j) \right] + B_{\bar{y}} \Psi_j (j) \right) - \Psi_j (j) \right)^2,
\]
(45)

where \( \bar{f} \) is the fault actuators to be optimized using the MHE method:
\[
\bar{f} (j) = [\bar{f}_1 (j) \ \bar{f}_2 (j) \ \cdots \ \bar{f}_p (j)]^T.
\]

(48)

The pole optimization algorithm of the proposed MIMO ARX-Laguerre multiple models using the genetic algorithm is summarized in the following algorithm.

5. Moving Horizon Fault Estimation Based on MIMO ARX-Laguerre Multiple Models

In the following, we propose to use the moving horizon fault estimation (MHE) based on the MIMO ARX-Laguerre multiple models to solve the fault estimation of the MIMO nonlinear system. The MHE is used to estimate the actuator faults from the error between the estimated output \( \bar{y} (k) \) and the system output \( \Psi (k) \). The MIMO ARX-Laguerre multiple models taking account of actuator faults can be written from (33) as

\[
\begin{align*}
\bar{X} (k+1) &= A \bar{X} (k) + B_a \left[ \bar{U} (k) + \bar{f} (k) \right] + B_{\bar{y}} \bar{y} (k), \\
\bar{Y} (k) &= C \bar{X} (k),
\end{align*}
\]
(43)

where \( \bar{X} (k) \) and \( \bar{Y} (k) \) are the estimated state vector and the estimation outputs model, respectively, when the actuator faults \( \bar{f} (k) \) are defined as
\[
\bar{f} (k) = [\bar{f}_1 (k), \bar{f}_2 (k), \ldots, \bar{f}_p (k)]^T.
\]
(44)

The estimate actuators faults \( \bar{f} (k) \) are obtained by an online minimization at every sample time of the quadratic cost function \( J_f (k) \) defined as follows:

\[
J_f (k) = \sum_{j=k-N_f+1}^{k} \left( \bar{Y} (j) - \Psi (j) \right)^2,
\]
(45)

where \( N_f \) is the estimation fault horizon, \( \bar{Y} (j) \) is the estimation outputs model when the actuator faults are considered as given by (43), and \( \Psi (j) \) is the outputs system defined as
\[
\Psi (j) = [\Psi_1 (j), \Psi_2 (j), \ldots, \Psi_m (j)]^T.
\]

(46)

The quadratic criterion \( J_f (k) \) given by (45) can be re-written as

\[
J_f (k) = \sum_{j=k-N_f+1}^{k} \left( C \left( \bar{X} (j-1) + B \left[ \bar{U} (j-1) + \bar{f} (j) \right] + B_{\bar{y}} \bar{Y} (j-1) \right) - \Psi (j) \right)^2,
\]
(47)

The MHE method is formulated by minimizing the criterion \( J_f (k) \) given by (47) at every sample time:

\[
\bar{F} (k-1) = \min_{f (k-1) \in S_f} J_f (k),
\]
(49)
where \( \bar{F}(k-1) \) is defined as follows:
\[
\bar{F}(k-1) = \left[ \bar{f}(k-Nf + 1) \bar{f}(k-Nf + 2) \cdots \bar{f}(k-1) \right]^T,
\]
and \( S_f \) is the admissible set of fault actuators constraints defined as
\[
S_f = \{ \bar{F}(k) | (F_{\min} \leq \bar{F}(k) \leq F_{\max}) \},
\]
where \( F_{\min} \) and \( F_{\max} \) are \( p N_f \)-dimensional vectors defined as follows:
\[
F_{\min} = \begin{pmatrix} f_{1,m} \\ f_{2,m} \\ \vdots \\ f_{p,m} \end{pmatrix},
\]
\[
F_{\max} = \begin{pmatrix} f_{1,m} \\ f_{2,m} \\ \vdots \\ f_{p,m} \end{pmatrix},
\]
where \( f_{m} \) and \( f_{M} \) are the bounds of actuator faults that can be chosen from the physical constraints defined as
\[
\underline{f}_{m} = \begin{pmatrix} f_{1,m} \\ f_{2,m} \\ \vdots \\ f_{p,m} \end{pmatrix},
\]
\[
\bar{f}_{m} = \begin{pmatrix} f_{1,m} \\ f_{2,m} \\ \vdots \\ f_{p,m} \end{pmatrix},
\]
\[
\bar{f}_{M} = \begin{pmatrix} f_{1,M} \\ f_{2,M} \\ \vdots \\ f_{p,M} \end{pmatrix},
\]
\[
\underline{f}_{M} = \begin{pmatrix} f_{1,M} \\ f_{2,M} \\ \vdots \\ f_{p,M} \end{pmatrix},
\]

### 6. MIMO Nonlinear Fault Tolerant Control via Model Predictive Control

In this paper, we propose a MIMO nonlinear fault tolerant control via model predictive control using MIMO ARX-Laguerre multiple models (MIMO NFTC-MPC). The proposed MIMO NFTC-MPC is applied to a nonlinear system and used to compensate online the actuator faults by including the effects of the faults in the model predictive control optimization problem. Then, the MIMO NFTC-MPC strategy requires a fault estimation unit to estimate the actuator faults and a MIMO ARX-Laguerre multiple models observer to estimate the system state. The MIMO NFTC-MPC strategy is described by a block diagram as represented in Figure 2.

The MIMO NFTC-MPC is characterized by three essential steps. The first step is devoted to the calculation of the system output prediction \( y(k+j/k) \) to determine the process behavior on the prediction horizon \( [k+1,k+N_p+1] \) depending on the inputs applied to the process until the instant \((k-1)T\). The second step is dedicated to the actuator fault optimization until the instant \((k-1)\), the outputs measured until the instant \(kT\), and the equations describing the model, \( T \), is the sample time. The third step is dedicated to the optimization of a criterion to determine a future control sequence over the control horizon \( N_u \).

#### 6.1. The \( j \)-Step Ahead Predictor including the Actuator Faults

The MIMO ARX-Laguerre multiple models taking into account actuator faults can be written from relation (31) as
\[
\begin{align*}
\bar{X}_s(k+1) &= A_s \bar{X}_s(k) + B_{u,s} \left( u(k) + \hat{f}(k) \right) + B_{y,s} \bar{y}(k), \\
\bar{y}_s(k) &= C_s \bar{X}_s(k), \\
\bar{y}(k) &= \sum_{i=1}^{L} \mu_i (y(k)) \bar{y}_s(k),
\end{align*}
\]
where \( \hat{f}(k) \) is the vector of actuator faults estimated using the MHE method. To calculate the \( j \)-step ahead predictor on the MIMO ARX-Laguerre multiple models output taking into account actuator faults, \( \bar{y}(k+j/k) \), we use the incremental form given from (54) as
\[
\begin{align*}
\delta \bar{X}_s(k) &= A_s \delta \bar{X}_s(k-1) + B_{u,s} \delta u(k-1) + B_{\hat{f},s} \delta \hat{f}(k-1) + B_{y,s} \delta \bar{y}(k-1), \\
\bar{y}(k) &= \bar{y}(k-1) + \sum_{i=1}^{L} \mu_i (y(k-1)) C_{s}^T \delta \bar{X}_s(k) + \sum_{i=1}^{L} \delta \mu_i (y(k-1)) C_{s} \bar{X}_s(k),
\end{align*}
\]
where $\delta u(k)$, $\delta \hat{y}(k)$, $\delta \hat{f}(k)$, $\delta \hat{X}_s(k)$, and $\delta \mu_s(y(k))$ are the control increments, the output increments, the actuator faults increments, the state vector increments, and the weighting function increments, respectively, defined as

$$
\begin{align*}
\delta u(k) &= u(k) - u(k-1); \\
\delta \hat{y}(k) &= \hat{y}(k) - \hat{y}(k-1); \\
\delta \hat{f}(k) &= \hat{f}(k) - \hat{f}(k-1); \\
\delta \hat{X}_s(k) &= \hat{X}_s(k) - \hat{X}_s(k-1); \\
\delta \mu_s(y(k)) &= \mu_s(y(k)) - \mu_s(y(k-1)).
\end{align*}
$$

By successive substitutions and after some reorganization, we give the following proposition.

**Proposition 1.** The $j$-step ahead predictor including the actuator faults using the MIMO ARX-Laguerre multiple models, $\hat{y}(k+j/k)$, is given as

$$
\begin{align*}
\hat{y}(k+j/k) &= \hat{y}(k) + \sum_{l=1}^{j} \sum_{i=1}^{l} \delta \mu_s(y(k+l))C_s \hat{X}_s(k) + \sum_{l=1}^{j} \mu_s(y(k+j))C_s [K_{(s,j)} - I_{N_s}] \delta \hat{X}_s(k) + \sum_{l=1}^{j} \mu_s(y(k+j))C_s \sum_{i=1}^{l} K_{(s,j-l)} \\
&\quad \cdot \left( B_{u,s} \delta \hat{f}(k+l-1) + B_{a,s} \delta \hat{f}(k+l-1) + B_{b,s} \delta \hat{y}(k+l-1) \right),
\end{align*}
$$

where $I_{N_s}$ is the $N_s$-dimensional identity matrix, $N_s$ is the truncation order of the $s^{th}$-L submodel for each MISO submodel, and $K_{s,n}$ is defined as

$$
\begin{align*}
K_{s,n} &= \sum_{r=0}^{n} (A_s)^r, & \text{for } n \geq 0, \\
K_{s,n} &= 0, & \text{for } n < 0.
\end{align*}
$$

See proof in Appendix B.

The $j$-step ahead predictor given by (57) is split into two components, the free and the forced components:

$$
\hat{y}(k+j/k) = \hat{y}_f(k+j/k) + \hat{y}_o(k+j),
$$

where $\hat{y}_f(k+j/k)$ is the free components determined using the measured outputs until $kT$ and the controls up to $(k-1)T$:

$$
\begin{align*}
\hat{y}_f(k+j/k) &= \hat{y}(k) + \sum_{l=1}^{j} \sum_{i=1}^{l} \delta \mu_s(y(k+l))C_s \hat{X}_s(k) + \sum_{l=1}^{j} \mu_s(y(k+j))C_s [K_{(s,j)} - I_{N_s}] \delta \hat{X}_s(k) + \sum_{l=1}^{j} \mu_s(y(k+j))C_s \sum_{i=1}^{l} K_{(s,j-l)} \\
&\quad \cdot \left( B_{u,s} \delta \hat{f}(k+l-1) + B_{a,s} \delta \hat{f}(k+l-1) + B_{b,s} \delta \hat{y}(k+l-1) \right).
\end{align*}
$$

Figure 2: Block diagram of MIMO NFTC-MPC strategy.
The free component \( \tilde{y}_{f,k}(k+j/k) \) given by relation (60) can be rewritten as

\[
\tilde{y}_{f,k}(k+j/k) = \tilde{y}_{f,1}(k+j/k) + \sum_{i=1}^{j} \left[ \mu_{i}(\gamma(k+j))C_{i} \sum_{l=1}^{j} K_{a,j-l}(B_{a,s} \delta \ddot{y}(k+l-1) + B_{b,s} \delta \ddot{y}(k+l-1)) \right],
\]

(61)

where \( \tilde{y}_{f,1}(k+j/k) \) is defined as

\[
\tilde{y}_{f,1}(k+j) = \tilde{y}(k) + \sum_{i=1}^{j} \delta \mu_{i}(\gamma(k+l))C_{i}X_{i}(k) + \sum_{i=1}^{j} \mu_{i}(\gamma(k+j))C_{j} [K_{a,j-l} - I_{N_{s}}] \delta \ddot{X}_{i}(k),
\]

(62)

and from relation (A.25), the forced component \( \tilde{y}_{f,0}(k+j/k) \) resulting from the action of future control can be written as

\[
\tilde{y}_{f,0}(k+j/k) = \sum_{i=1}^{j} \left[ \mu_{i}(\gamma(k+j))C_{i} \sum_{l=1}^{j} K_{a,j-l}(B_{a,s} \delta \ddot{y}(k+l-1)) \right],
\]

(63)

For \( j = 1, \ldots, N_{p} \), relation (59) becomes

\[
\tilde{Y}(k) = \tilde{Y}_{f,0}(k) + \tilde{Y}_{f,0}(k),
\]

(64)

where

\[
\left\{
\begin{array}{l}
\tilde{Y}(k) = \begin{bmatrix} \tilde{y}(k+1) & \cdots & \tilde{y}(k+N_{p}/k) \end{bmatrix}^{T}, \\
\tilde{Y}_{f,0}(k) = \begin{bmatrix} \tilde{y}_{f,0}(k+1) & \cdots & \tilde{y}_{f,0}(k+N_{p}/k) \end{bmatrix}^{T}, \\
\tilde{Y}_{f,0}(k) = \begin{bmatrix} \tilde{y}_{f,0}(k+1) & \cdots & \tilde{y}_{f,0}(k+N_{p}/k) \end{bmatrix}^{T}.
\end{array}
\right.
\]

(65)

From relations (71) and (73) and for \( j = 1, \ldots, N_{p} \), the vectors \( \tilde{Y}_{f,0}(k) \) and \( \tilde{Y}_{f,0}(k) \) can be written as

\[
\begin{align}
\tilde{Y}_{f,0}(k) &= \tilde{Y}_{f,0}(k) + G_{a}\delta \ddot{Y}(k) + G_{b}\delta \ddot{Y}(k), \\
\tilde{Y}_{f,0}(k) &= G_{a}\delta U(k),
\end{align}
\]

(66)

where

(i) \( \tilde{Y}_{f,0}(k) \) is a \((mN_{p})\)-dimensional vector computed from relation (72) and defined as

\[
\tilde{Y}_{f,0}(k) = \begin{bmatrix} \tilde{y}_{f,0}(k+1) & \cdots & \tilde{y}_{f,0}(k+N_{p}/k) \end{bmatrix}^{T}.
\]

(67)

(ii) \( \delta \ddot{Y}(k) \) is a \((mN_{p})\)-dimensional vector defined as

\[
\delta \ddot{Y}(k) = \begin{bmatrix} \delta \ddot{y}(k) & \cdots & \delta \ddot{y}(k+N_{p} - 1) \end{bmatrix}^{T}.
\]

(68)

(iii) \( \delta U(k) \) is a \((pN_{u})\)-dimensional future control increments vector where \( N_{u} \) is the control horizon, defined as

\[
\delta U(k) = \begin{bmatrix} \delta u(k), \delta u(k+1), \ldots, \delta u(k+N_{u}-1) \end{bmatrix}^{T}.
\]

(69)
\[ g_{d,jn} = \sum_{s=1}^{l} \mu_s(y(k + j))C_sK_{x,s}B_{d,s}, \quad d = a, b. \] (73)

Then, from relation (66), the prediction vector \( \bar{Y}(k) \) given by (54) can be written in matrix form as

\[ \bar{Y}(k) = \bar{Y}_{fr1}(k) + \mathbf{G}_a\delta \bar{F}(k) + \mathbf{G}_a\delta U(k) + \mathbf{G}_a\delta \bar{Y}(k). \] (74)

6.2. Control Calculation. The control calculation of a MIMO system with \( p \) inputs and \( m \) outputs is based on the minimization of the following performance quadratic criterion:

\[ J_2(\delta U(k)) = \sum_{i=1}^{m} \sum_{j=1}^{N_p} \left[ \bar{y}_i(k+j) - w_i(k+j) \right]^2 \]

\[ + \sum_{t=1}^{p} \sum_{j=0}^{N_u-1} (\delta u_t(k+j))^2, \]

where \( w_i(k+j), \ (i = 1, \ldots, m) \) are the \( i \)th reference trajectories at time instant \( (k+j), \rho \) are the weights on the tracking error considered constant and equal to \( \rho \), and \( \varrho \) are positive weights generally considered constant and equal to \( \varrho \).

The quadratic criterion \( J_2(\delta U(k)) \) given by (75) can be rewritten on the following compact matrix:

\[ J_2(\delta U(k)) = \left[ \bar{Y}(k) - W(k) \right]^T \Lambda_y \left[ \bar{Y}(k) - W(k) \right] \]

\[ + (\delta U(k))^T \Lambda_u \delta U(k), \]

where \( \bar{Y}(k) \) is the \( (mN_p) \)-dimensional vector of predicted outputs defined in relation (65) and the vector \( W(k) \) is defined from the reference trajectories \( w_i \) as follows:

\[ W(k) = \begin{bmatrix} w_1(k+1), \ldots, w_m(k+1), \ldots, \\
\quad w_1(k+N_p), \ldots, w_m(k+N_p) \end{bmatrix}^T. \] (77)

\( \delta U(k) \) is the vector of future control increments given by (69), \( \Lambda_y \) and \( \Lambda_u \) are positive definite matrices of dimension, respectively, \( (mN_p) \) and \( (pN_u) \), defined as follows:

\[ \Lambda_y = \text{bloc\_diag} \left\{ \rho, \ldots, \rho \right\}, \]

\[ \text{\( N_p \) times} \]

\[ \Lambda_u = \text{bloc\_diag} \left\{ \varrho, \ldots, \varrho \right\}, \]

\[ \text{\( N_u \) times} \] (78)

where

\[ \rho = \begin{bmatrix} \rho_1 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \rho_m \end{bmatrix}, \]

\[ \varrho = \begin{bmatrix} \varrho_1 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \varrho_p \end{bmatrix}. \] (79)

By replacing \( \bar{Y}(k) \) by its expression given by (74), the matrix form of criterion \( J_2(\delta U(k)) \) given by (76) becomes

\[ J_2(\delta U(k)) = \left[ \bar{Y}_{fr1}(k) + \mathbf{G}_a\delta \bar{F}(k) + \mathbf{G}_a\delta U(k) + \mathbf{G}_a\delta \bar{Y}(k) \right]^T \Lambda_y \left[ \bar{Y}_{fr1}(k) + \mathbf{G}_a\delta \bar{F}(k) + \mathbf{G}_a\delta U(k) + \mathbf{G}_a\delta \bar{Y}(k) \right] \]

\[ - W(k)^T \Lambda_y W(k) + \delta U(k)^T \Lambda_u \delta U(k). \] (80)

The model predictive control methods allow to take into account some constraints optimization problem subject to physical constraints on the inputs and the outputs due to the actuator technology, the control system security, or the quality desired for the output of the controlled process. In the case of MIMO system of \( m \) outputs and \( p \) inputs, the constraints are given as

\[ \delta u_{t,m} \leq \delta u_t(k+j) \leq \delta u_{t,M}, \quad \forall j \in \{0, \ldots, N_u-1\}, \quad t = 1, \ldots, p, \] (81)

\[ u_{j,m} \leq u_t(k+j) \leq u_{j,M}, \quad \forall j \in \{0, \ldots, N_u-1\}, \quad t = 1, \ldots, p, \] (82)

\[ y_{j,m} \leq y_t(k+j) \leq y_{j,M}, \quad \forall j \in \{1, \ldots, N_p\}, \quad i = 1, \ldots, m, \] (83)
by analogy to the matrix form of constraints given by M barek et al. [22], these constraints can be expressed in terms of future control increments and written in matrix form as

$$\Gamma \delta U (k) \leq V (k),$$

with

$$\Gamma = \begin{bmatrix} I_{(pN_u)} & -I_{(pN_u)} & D_1 & -D_1 & G_a & -G_a \end{bmatrix},$$

$$V (k) = \begin{bmatrix} \delta U_M \\ \delta U_m \\ U_M - V_1 (k - 1) \\ U_m + V_1 (k - 1) \\ -Y_M - \tilde{Y}_1 (k) - G_a \delta \tilde{Y} (k) - G_a \delta \tilde{Y} (k) \\ -Y_m + \tilde{Y}_1 (k) + G_a \delta \tilde{Y} (k) + G_a \delta \tilde{Y} (k) \end{bmatrix},$$

where the future control increment vector is defined by relation (69), and the square matrix $D_1$ and the vector $V_1 (k - 1)$ of dimensions $p \times N_p$, are defined as follows:

$$D_1 = \begin{bmatrix} I_p & 0_{(p \times p)} & \cdots & 0_{(p \times p)} \\ I_p & I_p & \cdots & 0_{(p \times p)} \\ \vdots & \vdots & \ddots & \vdots \\ I_p & I_p & \cdots & I_p \end{bmatrix},$$

$$V_1 (k - 1) = \begin{bmatrix} u (k - 1) \\ \vdots \\ u (k - 1) \end{bmatrix},$$

and the vectors $U_M$, $U_m$, $\delta U_M$, and $\delta U_m$ of dimension $(pN_u)$ are defined as follows:

$$U_M = \begin{bmatrix} u_M^T, \ldots, u_M^T \end{bmatrix}^T,$$

$$U_m = \begin{bmatrix} u_m^T, \ldots, u_m^T \end{bmatrix}^T,$$

$$\delta U_M = \begin{bmatrix} \delta u_M^T, \ldots, \delta u_M^T \end{bmatrix}^T,$$

$$\delta U_m = \begin{bmatrix} \delta u_m^T, \ldots, \delta u_m^T \end{bmatrix}^T,$$

and the vectors $Y_M$ and $Y_m$ of dimension $mN_p$ are given by

$$Y_M = \begin{bmatrix} y_M^T, \ldots, y_M^T \end{bmatrix}^T,$$

$$Y_m = \begin{bmatrix} y_m^T, \ldots, y_m^T \end{bmatrix}^T.$$

These constraints define a future control increments admissible set as follows:

$$\Psi = \{ \delta U (k) \mid \Gamma \delta U (k) \leq V (k) \}.$$

Then, the optimization problem subject to the physical constraints on the inputs and the outputs is written as follows:

$$\min_{\delta U (k) \in \Psi} J_2 (\delta U (k)),$$

where $\Psi$ is the future control increments admissible set given by (89) and $J_2 (\delta U (k))$ is the quadratic criterion that can be written, from (90), as

$$J_2 (\delta U (k)) = \delta U^T (k) \left[ G_a^T \Lambda_y G_a + \Lambda_u \right] \delta U (k) + 2 (Y_{f1} (k) + G_a \delta \tilde{Y} (k) + G_a \delta \tilde{Y} (k) - W (k))^T \Lambda_y \cdot G_a \delta U (k) + (Y_{f1} (k) + G_a \delta \tilde{Y} (k) + G_a \delta \tilde{Y} (k) - W (k))^T \Lambda_y (Y_{f1} (k) + G_a \delta \tilde{Y} (k) + G_a \delta \tilde{Y} (k) - W (k)).$$

The optimization problem (90) subject to (84) is a convex quadratic programming problem (QP), for which the global solution is unique. As with all predictive control methods, where a moving horizon strategy is applied, at instant $kT$, only the first optimized control $U (k)$ is applied to the system, with

$$u (k) = u (k - 1) + \delta u (k).$$

7. Numerical Example

The proposed MIMO ARX-Laguerre multiple models, the fault detection algorithm, and the fault tolerant control via MPC are validated on numerical simulation using the following nonlinear MIMO discrete-time system characterized by two inputs $p = 2$ and two outputs $(m = 2)$ [14, 15]:

$$y_{s1} (k) = 0.4 y_{s1} (k - 1) + \frac{u_1 (k - 1)}{1 + u_1^2 (k - 1)} + 0.2 u_1^3 (k - 1) + 0.5 u_2 (k - 1),$$

$$y_{s2} (k) = 0.2 y_{s2} (k - 1) + \frac{u_2 (k - 1)}{1 + u_2^2 (k - 1)} + 0.4 u_2^3 (k - 1) + 0.2 u_1 (k - 1).$$
The MIMO nonlinear system given by (93) was simulated, and a set of training input-output data were obtained. These inputs and outputs systems are represented, respectively, by Figures 3 and 4.

To describe the MIMO nonlinear system by the proposed MIMO ARX-Laguerre multiple models, it is necessary to determine the weighting functions \( \mu_s(\gamma(k)) \) defined by relation (3) for \((L = 3)\) submodels where we use the output systems as the decision variables. The weighting functions \( \mu_s(\gamma(k)) \) for \((s = 1, 2, 3)\) are represented in Figure 5.

From the input/output couples, we use 800 couples to identify the proposed nonlinear MIMO ARX-Laguerre
(1) Assume we have \( M \) inputs/outputs couples \( (u_1, \ldots, u_p) \) and \( (\mathbf{y}_1, \ldots, \mathbf{y}_m) \)
(2) Choose the number of submodels and fix the truncating orders \( N_i = N \)
(3) Assume that the Laguerre poles vectors \( \xi_i \) (\( i = 1, \ldots, m \)) are optimized
(4) Calculate the matrices \( A_i \) and \( B_i \) for \( (i = 1, \ldots, m) \) and \( (s = 1, \ldots, L) \) given by (23) and (25), respectively
(5) Initialize the parameter vectors \( C_i \) for \( (i = 1, \ldots, m) \) and \( (s = 1, \ldots, L) \)
(6) For \( h = 1, \ldots, M \)
   (a) Calculate \( X_i(h) \) for \( (i = 1, \ldots, m) \) from relations (28) and (A.17)
   (b) Deduce the matrix \( \Psi_i(h) \) and form the vector \( \mathbf{y}_i(h) \) as given in relation (39)
   (c) Compute the estimated Fourier coefficients at time instant \( h, C_i(h) \), using (41)
   (d) \( h = h + 1 \), go to step (a)

Algorithm 1: Recursive parametric identification.

(1) Assume we have \( M \) measured input/output system \( (u_1, \ldots, u_p) \) and \( (\mathbf{y}_1, \ldots, \mathbf{y}_m) \)
(2) Choose the size of population \( N \)
(3) Fix a stopping criterion
(4) Fix an initial set of \( N \) pole vectors \( \xi_i \), \( (i = 1, \ldots, m) \), given by relation (29)
(5) For each poles vector, identify the parameters vector \( C_i \), for \( (i = 1, \ldots, m) \), using Algorithm 1
(6) Compute the outputs \( y_i \) for \( (i = 1, \ldots, m) \) from relation (21)
(7) Evaluate the fitness values of the initial population NMSE, for each MISO model, \( (i = 1, \ldots, m) \)
(8) do {
   (a) Select parents
   (b) Crossover
   (c) Mutation
   (d) Next population
   (e) Identify parameter vectors and compute the outputs for each poles vectors
   (f) Evaluate the fitness values of the population NMSE, for every MISO model, \( (i = 1, \ldots, m) \)
(9) Until stopping criteria reached
(10) The last population is the optimal value of the MIMO ARX-Laguerre multiple models poles

Algorithm 2: Pole optimization algorithm.

multiple models where we applied the Algorithm 1 to identify the Fourier coefficients and the Algorithm 2 to optimize the poles. After several simulations for different truncation orders \( N_s \) and \( N_i \) for \( (s = 1, 2, 3) \), the optimal choice of the latter is \( N_s = N_i = N = 2 \). Then, in our case, the nonlinear MIMO ARX-Laguerre multiple models is obtained by optimizing the \( (m.L.\ (m + p) = 24) \) poles \( \xi_i \), \( (i = 1, \ldots, m) \), given by relation (29) and identifying the \( (m.L.N.\ (m + p) = 48) \) Fourier coefficients \( C_i \), \( (i = 1, \ldots, m) \), defined by relation (27). In the following, we give the optimized values of the poles and the Fourier coefficients (Algorithm 3):

\[
C_1 = [0.7643, -0.0075, 0.6586, 0.0119, 0.3399, -0.0028, -0.3532, -0.0014, 0.8595, -0.019, 0.5649, -0.0813, -
0.0198, -0.0039, -0.0406, 0.0197, 0.7640, -0.0268, 0.5633, -0.1051, 0.1968, -0.0255, -0.1096, 0.0314],
\]
\[
C_2 = [0.2262, 0.0067, 0.8839, -0.0045, -0.1075, -0.0033, 0.1704, 0.0016, 0.2018, -0.0021, 0.9055, 0.0004,
0.0146, -0.0002, -0.0070, -0.0000, 0.2082, 0.0094, 0.9045, 0.0102, -0.0187, -0.0093, -0.0087, 0.0032],
\]
\[
\xi_1 = [0.0777, 0.5907, 0.2871, 0.6100, 0.4433, 0.5557, 0.4709, 0.5924, 0.2050, 0.5529, 0.4413, 0.6274],
\]
\[
\xi_2 = [0.0777, 0.5907, 0.2871, 0.6100, 0.4433, 0.5557, 0.4709, 0.5924, 0.2050, 0.5529, 0.4413, 0.6274].
\]
Using the optimal poles $\xi_i$, $(i = 1, \ldots, m)$, given by (95), we can deduce the matrices $A$, $B_a$, and $B_b$ given by relation (36), and using the identified parameters $C_i$, $(i = 1, \ldots, m)$, given by (94) and the weighting function $\mu_s(y(k))$ for $(s = 1, 2, 3)$, we can determine the vector $C$ defined by relation (32). Then, the state space representation (31) of the proposed MIMO ARX-Laguerre multiple models representing the nonlinear MIMO system given by (93) is determined. In Figures 6 and 7, we draw the validation of the identified model.

The identified MIMO ARX-Laguerre multiple models are used to detect the fault actuator by applying the MHE technique developed in Section 5. To validate the capability of the MHE using MIMO ARX-Laguerre multiple models, we applied to the nonlinear MIMO system given by (93), a constant input $\mu_1 = 0.5$ and $\mu_2 = 0.6$ and we added to the...
input the fault given in Figure 8. By considering constraint to the faults given by relation (96), the optimal faults are given in Figure 9.

\[
\begin{align*}
0 \leq f_1 & \leq 0.25, \\
0 \leq f_2 & \leq 0.25.
\end{align*}
\]

(96)

To validate the proposed fault tolerant control algorithm for nonlinear MIMO systems via MPC based on ARX-Laguerre multiple models Algorithm 3, we used constant reference trajectories \( w_1(k) = 0.4 \) and \( w_2(k) = 0.6 \) for \( k = 1, \ldots, 200 \) and we applied to the numerical model given by relation (93), an input fault at each sample time as given in Figure 10. In Figures 11 and 12, we represent the trajectory references and the system outputs, respectively, for the first output and second output without FTC where we observe the influence of the input faults on the output systems. In Figures 13 and 14, we draw the system outputs and the reference trajectories in the case of FTC via MPC using nonlinear MIMO ARX-Laguerre multiple models, and in Figure 15, we plot the fault optimization.

7.1. Example 2: Communicating Two-Tank System

7.1.1. Description of the Experimental System. The proposed faults tolerant control scheme presented in this paper is
tested on a MIMO nonlinear MIMO communicating two-tank system (CTTS). The picture of the MIMO CTTS is given in Figure 16, and its block diagram is represented in Figure 17. The CTTS contains two voltage-controlled motor pumps ($P_1$ and $P_2$) which deliver the flow rates $Q_1$ and $Q_2$ inside of the tank 1 and the tank 2, respectively. Each tank is equipped with a level sensor and a valve for draining. This experimental process allows the control of both water levels $h_1$ and $h_2$ in tanks 1 and 2, respectively, (outputs) by tuning water flow rates $Q_{10}$ and $Q_{20}$. Furthermore, if the levels $h_1$ and $h_2$ are different, a draining of tank 1 or 2 with the flow rate $Q_{12}$ is performed through the interconnection valve $V_{C}$.

The measurement platform and experimental process control represented in Figure 18 are characterized by the interface card plugged in the computer slot generating two

---

**Table 1.** The experimental process shown in Figure 16 operates as follows: the motor-pump $P_1$ fills the tank 1 with a flow rate $Q_1$ and the motor-pump $P_2$ fills the tank 2 with a flow rate $Q_2$. The manual valves $V_1$ and $V_2$ ensure the draining of tanks 1 and 2, respectively, with flow rates $Q_{10}$ and $Q_{20}$. Furthermore, if the levels $h_1$ and $h_2$ are different, a draining of tank 1 or 2 with the flow rate $Q_{12}$ is performed through the interconnection valve $V_{C}$. 
PWM (pulse width modulation), the DAS-1600 card for the acquisition of water levels \( h_1 \) and \( h_2 \) and the control card of the variation of the flow rates \( Q_1 \) and \( Q_2 \). This card transfers the PWM signals generated by the interface card to the motor-pumps \( P_2 \) and \( P_2 \).

The nonlinear CCTS system can be described by a nonlinear MIMO model. In this paper, we will model this system by the proposed nonlinear MIMO ARX-Laguerre multiple models. In the following, the identified model is used to validate the MIMO MHE method proposed in Section 5 by the estimation of the actuator faults. Finally, we validate the proposed Algorithm 2 “MIMO nonlinear fault tolerant control via MPC” developed based on “nonlinear MIMO ARX-Laguerre multiple models.”

7.2. Identification of Nonlinear MIMO ARX-Laguerre Multiple Models. In this subsection, we validate the proposed nonlinear MIMO ARX-Laguerre multiple models to model the CCTS process. In this simulation, we fix the number of submodel to \( L = 3 \). The process inputs \( Q_1 \) and \( Q_2 \) were chosen to be pseudo-random sequence with variable amplitude between 0% and 100% as represented in Figure 19.
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**Figure 11:** First output without FTC.

**Figure 12:** Second output without FTC.
To describe the MIMO nonlinear CTTS by the proposed MIMO ARX-Laguerre multiple models, we use the output systems as decision variables $c(k)$. From the input/output couples, we use 2000 couples to identify the proposed nonlinear MIMO ARX-Laguerre multiple models where we applied the Algorithm 1 to identify the Fourier coefficients and the Algorithm 2 to optimize the poles for truncation orders $N_s^a = N_s^b = N = 2$. And, we use last 1000 couples to validate the identified model as represented in Figures 20 and 21.

7.3. Fault Tolerant Control for CTTS via MPC. To control the CTTS using the proposed fault tolerant control algorithm via MPC based on MIMO ARX-Laguerre multiple models Algorithm 3, we used the reference trajectories $w_1$ and $w_2$ and we applied to the CTTS process an input fault actuators $f_1$ and $f_2$ at each sample time as given in Figure 22. The weighting functions $\mu_s(y(k))$, for $s = 1, 2, 3$, are determined in terms of the reference trajectories. In Figures 23 and 24, we draw the trajectory references and the system outputs, respectively, for the first outputs and second outputs without FTC where we observe the influence of the input faults on the output systems. By considering the constraint to the actuator faults given by relation (97), the optimal actuator faults $f_{1\text{opt}}$ and $f_{2\text{opt}}$ are given in Figure 22. In Figures 25 and 26, we draw the system outputs and the reference trajectories in the case of FTC via MPC using
nonlinear MIMO ARX-Laguerre multiple models. We compare Figures 23–26, and observe the elimination of the effect of the actuator faults on the outputs by using the proposed fault tolerant control algorithm:

\[-10 \leq f_1 \leq 0, \quad -5 \leq f_2 \leq 0.\]  

(97)

8. Conclusion

In this paper, we have proposed a new MIMO nonlinear fault tolerant via model predictive control to control MIMO nonlinear systems by taking into account fault actuators. The MIMO nonlinear systems are described by a MIMO ARX-Laguerre multiple models. One more important advantage of the proposed MIMO ARX-Laguerre multiple models is that its structure and its reduced parameter number can facilitate the controller design problem and reduce the computational effort of the MIMO NFTC-MPC. The fault actuators estimation is assured by the MHE method with respect to these constraints on these faults. The proposed MIMO NFTC-MPC is synthesized by taking into account the estimation fault actuators. The optimization problem of the MIMO NFTC-MPC is a minimization of a quadratic criterion with respect to constraints on input signals. The control algorithm is easily solved and yields efficient results. The stability of closed-loop system is guaranteed with respect to the choice of the tuning parameters.
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Figure 18: Block diagram of measurement and control of CTTS.

Figure 19: Process inputs \( Q_1 \) and \( Q_2 \).

Figure 20: Validation of first output of the CTTS process.

Figure 21: Validation of second output of the CTTS process.
Figure 22: Fault actuators $f_1$ and $f_2$ and the optimal values $F_{1_{\text{opt}}}$ and $F_{2_{\text{opt}}}$.

Figure 23: Reference trajectory and first output in the case without FTC.

Figure 24: Reference trajectory and second output in the case without FTC.

Figure 25: Reference trajectory and first output in the case of FTC via MPC.

Figure 26: Reference trajectory and second output in the case of FTC via MPC.
Appendix

A. Formulation of Recursive Representation

Defining by $X^{s}_{a,i}(\xi_{a,i})$ and $X^{s}_{b,i}(\xi_{b,i})$, respectively, the filtered inputs and the filtered outputs by the $s^{th}$ orthonormal functions as

$$
\begin{align*}
X^{s}_{a,i}(\xi_{a,i}) &= \sum_{j=1}^{\infty} \xi_{a,i}(\xi_{a,i}, j) u_{i}(k-j) * u_{i}(k), \\
X^{s}_{b,i}(\xi_{b,i}) &= \sum_{j=1}^{\infty} \xi_{b,i}(\xi_{b,i}, j) y_{i}(k-j) * y_{i}(k),
\end{align*}
$$

(A.1)

where (*) denotes the convolutions product. The resulting model entitled MISO ARX-Laguerre sub-model given by (20) can be rewritten as

$$
y^{s}_{i}(k) = \sum_{i=0}^{L} \sum_{n=0}^{m} g^{s}_{a,i,n} x^{s}_{a,i,n}(\xi_{a,i}) k + \sum_{i=1}^{\infty} \sum_{n=0}^{m} g^{s}_{b,i,n} x^{s}_{b,i,n}(\xi_{b,i}) k,
$$

(A.2)

for ($s = 1, \ldots, L$) and ($i = 1, \ldots, m$). According to the BIBO stability condition, the infinite series of the proposed MISO ARX-Laguerre submodel given by (A.2) can be truncated, respectively, to finite orders $N^{s}_{a}$ and $N^{s}_{b}$ as

$$
y^{s}_{i}(k) = \sum_{i=0}^{L} \sum_{n=0}^{m} g^{s}_{a,i,n} x^{s}_{a,i,n}(\xi_{a,i}) k + \sum_{i=1}^{\infty} \sum_{n=0}^{m} g^{s}_{b,i,n} x^{s}_{b,i,n}(\xi_{b,i}) k.
$$

(A.3)

Then, we obtained a reduced complexity MIMO ARX-Laguerre multiple models where each MISO ARX-Laguerre multiple model is defined from relations (4) and (A.3) as

$$
y_{i}(k) = \sum_{i=1}^{L} \mu_{i}(\gamma(k-1)) \left( \sum_{i=0}^{N^{s}_{a}} \sum_{n=0}^{m} g^{s}_{a,i,n} x^{s}_{a,i,n}(\xi_{a,i}) k + \sum_{i=1}^{\infty} \sum_{n=0}^{m} g^{s}_{b,i,n} x^{s}_{b,i,n}(\xi_{b,i}) k \right).
$$

(A.4)

The $Z$-transform of relation (A.4) can be written as

$$
y_{i}(k) = \sum_{i=1}^{L} \mu_{i}(\gamma(k-1)) \left( \sum_{i=0}^{N^{s}_{a}} \sum_{n=0}^{m} g^{s}_{a,i,n} x^{s}_{a,i,n}(\xi_{a,i}) k + \sum_{i=1}^{\infty} \sum_{n=0}^{m} g^{s}_{b,i,n} x^{s}_{b,i,n}(\xi_{b,i}) k \right).
$$

(A.5)

where $X^{s}_{a,i,n}(\xi_{a,i})$ and $X^{s}_{b,i,n}(\xi_{b,i})$ are, respectively, the $Z$-transform of $X^{s}_{a,i,n}(\xi_{a,i})$ and $X^{s}_{b,i,n}(\xi_{b,i})$ written from (A.1) as

$$
\begin{align*}
X^{s}_{a,i,n}(\xi_{a,i}) &= L^{s}_{a,i,n}(\xi_{a,i}) U_{i}(z), \\
X^{s}_{b,i,n}(\xi_{b,i}) &= L^{s}_{b,i,n}(\xi_{b,i}) Y_{i}(z),
\end{align*}
$$

(A.6)

where $L^{s}_{a,i,n}(\xi_{a,i})$ and $L^{s}_{b,i,n}(\xi_{b,i})$ are the $Z$-transform of the Laguerre filters given by their recursive form as follows:

$$
\begin{align*}
L^{s}_{a,i,n}(\xi_{a,i}) &= \frac{\gamma^{1}(\xi_{a,i})^{2}}{z-\xi_{a,i}}, \\
L^{s}_{b,i,n}(\xi_{b,i}) &= \frac{\gamma^{1}(\xi_{b,i})^{2}}{z-\xi_{b,i}}.
\end{align*}
$$

(A.7)

From the recursive form of the Laguerre filters given by relation (A.7) and (A.8), we can deduce a recursive form of $X^{s}_{a,i,n}(\xi_{a,i})$ and $X^{s}_{b,i,n}(\xi_{b,i})$ as follows:

$$
\begin{align*}
X^{s}_{a,i,n}(\xi_{a,i}) &= \frac{\gamma^{1}(\xi_{a,i})^{2}}{z-\xi_{a,i}} U_{i}(z), \\
X^{s}_{b,i,n}(\xi_{b,i}) &= \frac{\gamma^{1}(\xi_{b,i})^{2}}{z-\xi_{b,i}} Y_{i}(z),
\end{align*}
$$

(A.9)

$$
\begin{align*}
X^{s}_{a,i,n}(\xi_{a,i}) &= \frac{\gamma^{1}(\xi_{a,i})^{2}}{z-\xi_{a,i}} X^{s}_{a,i,n-1}(\xi_{a,i}), \\
X^{s}_{b,i,n}(\xi_{b,i}) &= \frac{\gamma^{1}(\xi_{b,i})^{2}}{z-\xi_{b,i}} X^{s}_{b,i,n-1}(\xi_{b,i}),
\end{align*}
$$

(A.10)

Then, by applying the $Z$-transform inverse to relations (A.9) and (A.10) and by defining the following vectors,

$$
\begin{align*}
X^{s}_{a,k} &= \begin{bmatrix} X^{s}_{a,0}(k), X^{s}_{a,1}(k), \ldots, X^{s}_{a,N^{s}_{a}-1}(k) \end{bmatrix}^{T}, \\
X^{s}_{b,k} &= \begin{bmatrix} X^{s}_{b,0}(k), X^{s}_{b,1}(k), \ldots, X^{s}_{b,N^{s}_{b}-1}(k) \end{bmatrix}^{T},
\end{align*}
$$

(A.11)

we can compute the filters outputs $X^{s}_{a,i,n}(k)$ and $X^{s}_{b,i,n}(k)$ recursively as

$$
\begin{align*}
X^{s}_{a,k}(k+1) &= A^{s}_{a} X^{s}_{a,k}(k) + b^{s}_{a} u_{i}(k), \\
X^{s}_{b,k}(k+1) &= A^{s}_{b} X^{s}_{b,k}(k) + b^{s}_{b} y_{i}(k),
\end{align*}
$$

(A.12)
where the matrices $A_{a_x}^i$ and $A_{b_x}^i$ and the vectors $B_{a_x}^i$ and $B_{b_x}^i$ are defined according to the poles $\xi_{a_x}^i$ and $\xi_{b_x}^i$ as

$$
A_{a_x}^i = \begin{bmatrix}
\xi_{a_x}^i & 0 & 0 & \ldots & 0 \\
1 - (\xi_{a_x}^i)^2 & \xi_{a_x}^i & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
(-\xi_{a_x}^i)(N_{a_x}^i-2) (1 - (\xi_{a_x}^i)^2) & (-\xi_{a_x}^i)(N_{a_x}^i-3) (1 - (\xi_{a_x}^i)^2) & \ldots & \ldots & \xi_{a_x}^i \\
\end{bmatrix},
$$

(A.13)

$$
A_{b_x}^i = \begin{bmatrix}
\xi_{b_x}^i & 0 & 0 & \ldots & 0 \\
1 - (\xi_{b_x}^i)^2 & \xi_{b_x}^i & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
(-\xi_{b_x}^i)(N_{b_x}^i-2) (1 - (\xi_{b_x}^i)^2) & (-\xi_{b_x}^i)(N_{b_x}^i-3) (1 - (\xi_{b_x}^i)^2) & \ldots & \ldots & \xi_{b_x}^i \\
\end{bmatrix},
$$

(A.14)

$$
b_{a_x}^i = \sqrt{1 - (\xi_{a_x}^i)^2} \begin{bmatrix}
1 - (\xi_{a_x}^i)^2 & \ldots & \ldots & \ldots & \xi_{a_x}^i \\
\end{bmatrix}^T,
$$

(A.15)

$$
b_{b_x}^i = \sqrt{1 - (\xi_{b_x}^i)^2} \begin{bmatrix}
1 - (\xi_{b_x}^i)^2 & \ldots & \ldots & \ldots & \xi_{b_x}^i \\
\end{bmatrix}^T.
$$

(A.16)

Defining the state vectors $X^i_s(k)$ as

$$
X^i_s(k) = \begin{bmatrix}
(X^i_{a_1}(k))^T, \ldots, (X^i_{a_p}(k))^T, \\
(X^i_{b_1}(k))^T, \ldots, (X^i_{b_m}(k))^T
\end{bmatrix}^T,
$$

(A.17)

and the input vector $U(k)$ and the output vector $Y(k)$ as

$$
U(k) = \begin{bmatrix}
u_1(k), u_2(k), \ldots, u_p(k)
\end{bmatrix}^T,
$$

$$
Y(k) = \begin{bmatrix}
v_1(k), v_2(k), \ldots, v_m(k)
\end{bmatrix}^T.
$$

(A.18)

**B. Proof of Proposition 1**

By successive substitutions taking into account $\bar{y}(k/j) = \bar{y}(k)$, relation (55b) leads to write $\bar{y}(k + j/k)$ as

$$
\bar{y}(k + j/k) = \bar{y}(k) + \sum_{i=1}^{L} \sum_{l=1}^{l} \sum_{s=1}^{s} \delta_\mu_i \left( y(k + l - 1) \right) C_i \delta \bar{X}_s(k + l),
$$

(A.19)

also, $\bar{X}_s(k + l)$ can be written in terms of $s$th state vector increments $\delta \bar{X}_s(k)$:

$$
\bar{X}_s(k + l) = \bar{X}_s(k) + \sum_{m=1}^{m} \delta \bar{X}_s(k + m).
$$

(A.20)

By replacing in relation (A.19) $\bar{X}_s(k + l)$ by its expression given by (A.20) and after some arrangement we obtain

$$
\bar{y}(k + j/k) = \bar{y}(k) + \sum_{i=1}^{L} \sum_{l=1}^{l} \sum_{s=1}^{s} \delta_\mu_i \left( y(k + l - 1) \right) C_i \delta \bar{X}_s(k + l),
$$

(A.21)
where, from (55a) and by successive substitutions, the state vector predictor \( \delta \tilde{X}_i(k+l) \) is

\[
\delta \tilde{X}_i(k+l) = (A_i)^l \delta \tilde{X}_i(k) + \sum_{m=1}^{l} (A_i)^{l-m} \left[ B_{a,s} \delta u(k + m - 1) + B_{a,s} \delta \tilde{y}(k + m - 1) \right].
\] (A.22)

By replacing in equation (A.21) \( \delta \tilde{X}_i(k+l) \) by its expression given by (A.22) and after some arrangement we obtain

\[
\bar{y} (k+j) = \bar{y} (k) + \sum_{n=1}^{j} \delta \mu_n \left( y(k) \right) C_s \tilde{X}_i(k) + \sum_{n=1}^{j} \delta \mu_n \left( y(k+j) \right) C_s \left[ (A_l)^j \right] \delta \tilde{X}_i(k) + \sum_{n=1}^{j} \delta \mu_n \left( y(k+j) \right) C_s \left[ (A_{s_k})^j \right] \delta \tilde{X}_i(k) + \sum_{n=1}^{j} \delta \mu_n \left( y(k+j) \right) C_s \left[ (A_{s_k})^j \right] \delta \tilde{X}_i(k)
\] (A.23)

defining

\[
K_{s,j,n} = \sum_{r=0}^{n} (A_i)^r, \quad \text{for } n \geq 0,
\]

\[
K_{s,j,n} = 0, \quad \text{for } n < 0,
\] (A.24)

where \( I_{N_s} \) is the \( N_s \)-dimensional identity matrix and \( N_s \) is the truncation order of the \( s \)th of the \( L \) submodel for each MISO submodel.
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