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1. Introduction

Frequency-hopping (FH) communication has become an important means of counter reconnaissance and antijamming in military field and been widely applied in military and civilian communications because of its low probability of interception, antijamming performance, networking capability, and inherent security feature. At the same time, these characteristics also pose a serious challenge to FH communication’s application on radio reconnaissance.

The network-station sorting of the frequency-hopping (FH) signal refers to separating the hop signals corresponding to all or a specific network station from the mixed signals of the multiple FH network stations, which is a difficult point in the field of FH signal detection and processing. The technology of network-station sorting of FH signals is prosperous in the communication countermeasure and radio-monitoring domain. How to quickly and effectively realize the FH signal network-station sorting becomes a severe challenge in signal processing.

To address this problem, a number of works have appeared in literatures [1–7]. In view of those methods, most of them consider two steps, i.e., feature extraction and classification, which resulted in that the extracted FH signal features may be very crucial in sorting accuracy of FH signal network-station.

Due to the device dispersion of the FH station and the inconsistency in the manufacturing process, it comes with unavoidable subtle differences of FH signals from each radio transmitter, which are generally generated during the production process of their component, e.g., filters, power amplifiers, and digital-to-analog converters. Especially in the radio frequency part, owing to the use of analog devices, it will inevitably lead to subtle differences in the FH radio, which reflect the individual feature of the station uniquely. These subtle differences are also called radio frequency (RF) fingerprints of FH radio stations. Through RF fingerprint, it is possible to discriminate radio emitters.

Based on the different types of RF fingerprint feature extraction, current feature extraction method of FH signal can be classified into two main categories: transient feature extraction and steady-state feature extraction [8–10]. Considering the fact that when a FH station is activated or “keyed,” it goes through a relatively short transient phase during which the FH signal emanating from the unit displays characteristics that are believed to be unique to the extent that they can be used to unambiguously identify an individual FH station. Individual feature analysis of steady-state signals
is more difficult than transient signal feature extraction [10]. Under steady-state operation, the internal device differences of the station are expressed in the form of "synthesis." Therefore, it is difficult to mathematically model the influence of internal variations of all devices on the signal. Interestingly, the main characteristic of FH signal is the pseudo-random variance of carrier frequencies according to a certain hopping pattern. It takes a certain amount of time to adjust the signal from one frequency point to another, which makes each hop signal have a switch transient moment before it is established, as shown in Figure 1. Therefore, hopping switch transient analysis can be used to analyze the FH signal. Motivated by this fact, this paper proposes a new FH signal network-station sorting method that is based on maxout network and generative method. FH signals generated by five kinds of stations are collected and analyzed. Maxout network model is used to acquire the fingerprint characteristics of the FH signal, based on the transient feature extraction of the FH switch transient analysis. Generative method optimized by expectation maximization (EM) optimization algorithm is employed as classifier to realize the network-station sorting of the five kinds of FH station. Results show that the proposed method can effectively improve the sorting accuracy of FH network-station. Although our implementation deals exclusively with FH signal network-station sorting, the approach itself is general and will work with any identical radio sources recognition scheme. Procedures of FH signal network-station sorting based on maxout network model and generative method are illustrated in Figure 2.

More specially, this paper is organized as follows: in Section 2, we briefly review some related feature learning methods, which motivated our research. In Section 3, we describe our FH signal fingerprint feature extraction method according to the maxout network model and the network-station sorting algorithm by generative method, whereas in Section 4, we make an evaluation of performance and present some comparison results. Finally, in Section 5 we draw conclusions.

2. Related Work

The main goal of feature extraction is to convert FH transient signal into its distinctive feature space, making the FH
signal sorting process easily. Recently, deep neural networks have been widely used in pattern classification and feature extraction because of its formidable generalization ability brought by its inherent ability to fit complex functions and its powerful characteristic representation from multiparameters and high dimensionality [11].

By training features on very large datasets, several deep-learning methods achieved very high pattern recognition rates. The convolutional neural network (CNN) is one of the state-of-the-art learning methods for pattern recognition. DCNN as a deeper model of CNN has been designed to automatically transform input data into its distinct feature space. Although this method can be more successful than traditional pattern recognition method in recognition rate due to its deep architecture, running this model is extremely time consuming because of its multiparameters and high dimensionality. In 2013, Goodfelow [12] proposed a maxout network model, which can reduce the computational costs by minimizing the number of necessary neurons and the number of network parameters in each maxout layer. In 2015, Schroff [13] successfully applied maxout networks in face recognition, which gain high recognition accuracy rates on challenging face datasets. Inspired by these deep-learning techniques, the maxout network is designed as a real-time distinctive features extraction model. In addition, the generative method is combined to realize the FH signal network-station sorting finally. The detailed proposed approach is as follows.

3. Proposed Approach

3.1. Fingerprint Feature Learning with Maxout Network. The maxout model is simply a feed-forward architecture, such as a multilayer perceptron or deep convolutional neural network, which uses a new type of activation function: the maxout unit [12]. Given an input data \( x \in \mathbb{R}^d \), where \( x \) may be an original data, or may be a hidden layer's state, the function of a maxout hidden layer is given by

\[
g_i(x) = \max_{r \in [1,k]} z_{ir} \tag{1}
\]

where \( z_{ir} = x^T W_{ir} + b_{ir}, W \in \mathbb{R}^{d \times m \times k} \) and \( b_{ir} \in \mathbb{R}^{m \times k} \) are learned parameters, in which \( d \) is the dimension of input data, \( m \) is the number of hidden layer nodes, and \( k \) denotes that each hidden layer node expands \( k \) intermediate nodes, which are all linear output, and each node of maxout takes the maximum output value of the \( k \) intermediate nodes. In a convolutional network, a single maxout unit can be interpreted as making a piecewise linear approximation to an arbitrary convex function. Maxout networks learn not just the relationship between hidden units, but also the activation function of each hidden unit [12]. See Figure 2 for a graphical depiction of how this works. Because of the intrinsic superiority of the maxout network in arbitrary convex function approximation, it can achieve excellent performance in fingerprint feature learning.

3.2. FH Signal Network-Station Sorting with Generative Method. For the extracted fingerprint features, this paper uses the generative method to realize the network-station sorting of FH signal. Given feature set \( x \), assume it belongs to station \( h \in H \), where \( H = \{1, 2, \cdots, C\} \) is all possible station classes. This paper assumes that the feature data are generated by a Gaussian mixture model (GMM), and each network-station class corresponds to a Gaussian mixture component. In other words, the feature data is generated based on the following probability density,

\[
p(x) = \sum_{i=1}^{C} \alpha_i \cdot p(x | \mu_i, \Sigma_i) \tag{2}
\]

where mixing coefficient \( \alpha_i \geq 0, \sum_{i=1}^{C} \alpha_i = 1 \), \( p(x | \mu_i, \Sigma_i) \) is the probability that feature set \( x \) belongs to the \( i \)-th FH network-station and \( \mu_i \) and \( \Sigma_i \) are the parameters of the Gaussian mixture component.

Let \( f(x) \in H \) denote the predictive network-station class of function \( f(\cdot) \) to \( x \) and \( \Theta \in \{1, 2, \cdots, C\} \) the network-station class of feature set \( x \), which is known by maximizing a posteriori probability

\[
f(x) = \arg\max_{j \in H} p(h = j | x)
\]

\[
= \arg\max_{j \in H} \sum_{i=1}^{C} p(h = j, \Theta = i | x)\tag{3}
\]

\[
= \arg\max_{j \in H} \sum_{i=1}^{C} p(h = j | \Theta = i, x) \cdot p(\Theta = i | x)
\]

where

\[
p(\Theta = i | x) = \frac{\alpha_i \cdot p(x | \mu_i, \Sigma_i)}{\sum_{i=1}^{C} \alpha_i \cdot p(x | \mu_i, \Sigma_i)} \tag{4}
\]

in which \( p(\Theta = i | x) \) is the a posteriori probability that the feature set belongs to the \( i \)-th FH network-station, and \( p(h = j | \Theta = i, x) \) denotes the probability that the feature set \( x \) belongs to the \( i \)-th FH network-station but its predictive network-station class is \( j \). As we can see, if and only if \( j = p(h = j | \Theta = i) = 1 \); otherwise \( p(h = j | \Theta = i) = 0 \).

Given the feature data \( \{F_i, F_u\} \), where \( F_i = \{(x_i, h_1), (x_i, h_2), \cdots, (x_i, h_l)\} \) represents the feature set of known network-station classes and \( F_u = \{(x_i, h_{l+1}), (x_i, h_{l+2}), \cdots, (x_i, h_u)\} \) represents the unknown feature set, where \( l < u, l+u = M \), as mentioned above, this paper assumes that all feature data are independent and identically distributed and are generated by the same GMM. The parameters of GMM \( \{\alpha_i, \mu_i, \Sigma_i\}, 1 \leq i \leq C \) are estimated by maximum likelihood method

\[
L(F_i \cup F_u) = \sum_{(x_j, h_j) \in F_i} \ln \left( \sum_{i=1}^{C} \alpha_i \cdot p(x_j | \mu_i, \Sigma_i) \cdot p(h_j | \Theta = i, x_j) \right) + \sum_{x_j \in F_u} \ln \left( \sum_{i=1}^{C} \alpha_i \cdot p(x_j | \mu_i, \Sigma_i) \right) \tag{5}
\]

For the extracted fingerprint features, this paper
where \( L(F_l \cup F_u) \) denotes \( F_l \cup F_u \)'s logarithmic likelihood function, which consists of two items: known FH network-station class features and unknown network-station class features. Then the above model parameters can be solved by EM algorithm [14], and the iterative update algorithm is as follows

3.2.1. Expectation Step

\[
\gamma_{ji} = \frac{\alpha_i \cdot p(x_j | \mu_i, \Sigma_i)}{\sum_{C_{i=1}}^{\alpha_i \cdot p(x_j | \mu_i, \Sigma_i)}}
\]  
(6)

where \( \gamma_{ji} \) denotes the probability that the unknown network-station feature set \( x_j \) belongs to each network-station class.

3.2.2. Maximization Step

\[
\mu_i = \frac{1}{\sum_{x_j \in F_u} \gamma_{ji} + l_i} \left( \sum_{x_j \in F_u} \gamma_{ji} x_j + \sum_{(x_j, h) \in F_p, h = i} x_j \right)
\]  
(7)

\[
\Sigma_i = \frac{1}{\sum_{x_j \in F_u} \gamma_{ji} + l_i} \left( \sum_{x_j \in F_u} \gamma_{ji} (x_j - \mu_i)(x_j - \mu_i)^T \right)
\]  
(8)

\[
\alpha_i = \frac{1}{m} \left( \sum_{x_j \in F_u} \gamma_{ji} + l_i \right)
\]  
(9)

where \( l_i \) denotes the number of feature sets for known network-stations in class \( i \). After the model parameters are obtained by iterative convergence of the above algorithm, the classification and recognition of unknown network-station feature sets can be realized by using formula (3) and (4).

By replacing the Gaussian mixture model in the above process with the mixture expert model [15], the naive Bayesian model [14] can be used to derive other generative learning methods.

4. Evaluation of Performance

After the successful FH signal fingerprint feature extraction and generative classification process, the scheme must discriminate the FH transmitters of the FH signals. To test the feature extraction and network-station sorting together, a set of 60000 real FH signals was used. They were distributed approximately among 5 different FH transmitters, each transmitter has 12000 FH signal.

4.1. Sorting Result with Different Number of Training Signals.

In this section, we investigate the influence of the number of training signals on the performance of this paper's proposed method. To train the maxout network, the number of 1000, 2000, \( \cdots \), 10000 labeled signals arbitrarily taken from each transmitter was used to train the network; the remaining signals are used for testing. The average result of one hundred individual experiments with different training numbers is shown in Figure 3. From the result we can learn that this paper's method has higher sorting accuracy than other methods. The reason is the maxout network model's powerful characteristic representation from multiparameters and high dimensionality. And with the increase of the training numbers, the sorting rate increases, and when the number of training signals is more than 10000, the sorting rate changes slowly.
4.2. Robustness of Our Method to Noises. Considering the fact that the FH signals obtained in the actual electronic environment are greatly affected by the environmental noise, however, the acquisition environment of the FH signals in this paper is relatively clean, and there is no obvious noise. To test the impact of noise on robustness in sorting result for FH signals, in this test we mixed the obtained FH signals with Gaussian white noise of different intensity to simulate the onsite circumstance. As mentioned above, we have 12000 signals of each FH station, 50% signals are randomly chosen as training samples; the rest 50% signals added with different intensity Gaussian white noise are selected as testing samples. We use the signal-to-noise ratio (SNR) to reflect the intensity of noise, which is presented as follows:

\[
\text{SNR} = 10 \log_{10} \left( \frac{\sum_{n=1}^{N} S_g^2(n)}{\sum_{n=1}^{N} N_i^2(n)} \right) \quad (10)
\]

where \( S_g(n) \) is the original FH signal, \( N_i(n) \) is interference noise, and \( N \) is the length of the two signals. The length of original signal in this paper is 1024, and the results are shown in Figure 4. From Figure 4 we can see that the results of our method are stable for Gaussian white noise of different intensity because of the robustness of the Gaussian mixture model to noise.

4.3. Robustness of Noise with Different Training Numbers. Then we test the noise robustness with different training number of FH signals. As previously mentioned, we have 12000 signals of each FH station, 1000, 2000, ..., 10000 of which are selected as training samples, and the remaining signals added with Gaussian white noise are selected as testing samples at random. The experimental result is shown in Figure 5. From Figures 5 and 4 we can see that the results of our method achieve obviously better performance than other state-of-the-art methods in terms of accuracy.

5. Conclusion

In this paper, we propose a novel FH signal network-station sorting method. Firstly, our method takes advantage of the deep neural network, which is maxout network model in this paper, to learn the fingerprint feature of each FH station; thus the network-station sorting accuracy is improved by the powerful feature representation capability of the maxout network model. And then the maxout network’s outputs regard as the FH station’s features are used as inputs to the generative-based classifier to realize the FH signals’ network-station sorting. Experimental results on 5 real work FH stations show that our method achieves obviously better performance than other state-of-the-art methods in terms of accuracy.
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Figure 5: FH signal network-station sorting accuracy with different SNRs and training numbers.
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