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In the past decades, environmental problems are widely concerned and solved. However, as most solutions, they are methods of “end-of-pipe” treatment which are inefficient and of high cost. Low-carbon design (LCD) is a novel way to solve the problem of pollution emissions at source. Injection molding machine (IMM) as important manufacturing equipment has been widely used in many industries. In the pursuit of high-quality plastic products, the environmental qualities of IMM are often neglected. To achieve low carbon of IMM at source, a LCD method is proposed combining the structure design and injection process design for IMM. At first, LCD decision variables are determined based on interval number theory. Subsequently, the IMM structural carbon emissions and injection molding process carbon emissions are calculated, respectively. Based on this architecture, the carbon emission mathematical model is constructed. To solve the multiobjective optimization problem, the improved strength Pareto evolutionary algorithm based on epsilon dominance (E-SPEA-II) is used, and the design result schemes are sorted using the multiattribute decision-making method for intervals. Finally, the validity of this method is demonstrated by an IMM injection component-integrated low carbon design (ILCD) example.

1. Introduction

Injection molding machine (IMM) is the main equipment for plastic production, which maintains a complex system integrating mechanical, electrical, and hydraulic properties [1]. The production of plastic products is $7.7 \times 10^7$ tons in 2016 in China. The annual growth of the plastic-processing industry is 8%. The annual growth rate is in the forefront of the light industry, 1.21% higher than others in the light industry and 2% higher than others in the Chinese national industry [2]. However, as a kind of high-energy consumption equipment, the whole life cycle of an IMM is accompanied by a large number of environmental impacts. The ecological environment properties of plastic products have been considered as Chinese national VOC (volatile organic compounds) emissions and PM 2.5 index. Carbon emission is one of the most important green sustainable development indicators among these ecological environment properties.

A schematic of a typical inline reciprocating screw IMM with hydraulic drive discussed in this paper is shown in Figure 1. This IMM is a mechatronics equipment which consists of injection molding components (3, 4, 10, 13), feeding components (5), clamping components (1, 2, 14, 15), heating components (12), and hydraulic components (6, 7, 8, 9, 11).

Among the existed LCD researches, scholars focus on two major fields, product structure LCD and product process LCD. Plenty of research studies have been conducted in the study field of product structure LCD [4, 5]. Song and Lee [6] divided the product into several structure parts to analyze the greenhouse gas (GHG) emissions separately. They developed a design system which allowed quick calculation of the GHG emissions of a product that helped product structure low-carbon design. Zhang et al. [7] considered the product as the organic combination of connection units. By analyzing the parts’ connection characteristics, they obtained the carbon emissions of each product connection unit. Lu et al. [8] proposed a selection method based on the characteristic of carbon emissions for low-carbon structure design. The total carbon emissions distribution of every product part can be achieved by the
LCD problems usually can be considered as the optimization problems. There are two major solutions to the optimization problems. They are evolution algorithm and machine-learning algorithm. Wang et al. [22] proposed a new automatic niching technique based on the affinity propagation clustering and designed a novel niching differential evolution algorithm. It helped to solve the multimodal optimization problems. Liu et al. [23] proposed an adaptive sorting-based environmental selection strategy. An adaptive promising subpopulation sorting-based environmental selection strategy is provided for problems which may have irregular Pareto fronts. Chen et al. [24] proposed an automated neural network search method in optimizing the power output of cleaner energy production systems.

Previous researches have made some achievements in LCD of products. However, the product structure design [25, 26] and the product manufacturing process design [27, 28] are separated in the LCD process. In the structural design of IMMs, there is several uncertainties in the injection process plan because that the injection molding process has not yet been carried out. In the process of injection molding process design, the structure of IMMs has been determined and it could not be modified according to the requirements of low-carbon design. The separation makes the LCD of IMMs lack the overall situation, which affects the accuracy of LCD results. Therefore, an integrated low-carbon design (ILCD) method is proposed combining the structure design and injection process design for IMMs.

This paper proposes a low-carbon design method integrating structure design and injection process design for IMMs. The framework of the new low-carbon design method is introduced in Section 2. Then, a carbon emissions calculation model is proposed in Section 3 in detail. Section 4 presents an optimization method to solve the carbon emissions problem. It helps to find the most proper scheme for IMMs ILCD. Section 5 describes a case study of DSH280/750TW IMM injection component low-carbon design problem. And, the discussion of the results is shown in Section 6. Finally, Section 7 concludes this paper.

2. Framework of the ILCD Method for IMM

The framework of the ILCD method for IMM, which is shown in Figure 2, is illustrated in this section. At first, the decision variables of IMM LCD problem are determined based on the LCD requirement. Considering the uncertainty of ILCD, the related parameters are interval expressed for further dominance comparing. Based on that, the total carbon emissions are divided into structural carbon emissions and injection molding process carbon emissions and, respectively, calculated. In structural carbon emissions calculation part, the raw material carbon emissions are calculated using the Kriging model to fit the unknown structural carbon emissions response; at the meantime, the carbon emissions when manufacturing the IMM are calculated based on the energy consumption model during machine tools manufacturing. On the other side, in injection molding process carbon emissions calculation part, it is divided into four subprocess calculations, of which the

energy consumptions are calculated first. Subsequently, the energy consumptions are converted to carbon emissions. In addition, it will be meaningless if the quality of injection products is not guaranteed in ILCD; thus, the plasticizing capacity is considered as the extra objective in integrated carbon emissions calculation. Above all, the carbon emissions mathematical model can be developed as a three-objective optimization problem, which can be optimized by an improved evolutionary algorithm. Due to the design parameters being interval expressed, the optimal results of Pareto frontier are also the interval numbers. A dynamic multiattribute decision-making method is used to sort the optimal populations. According to the sorting result, ILCD optimal scheme is obtained.

3. ILCD Carbon Emissions Calculation Model

3.1. LCD Decision Variables. In order to develop a carbon emissions calculation model for the integrated LCD, some design parameters should be determined as LCD decision variables. In the IMM life cycle, different LCD decision variables from each stage are stored in set $X_k$, which is shown as follows:

$$X_k = \{x_{k_1}, x_{k_2}, x_{k_3}, \ldots, x_{k_u}\},$$

where $X_k$ presents the decision variables set at $k^{th}$ stage of the life cycle of IMM and $u$ is the amount of decision variables at $k^{th}$ stage. For example, at the material stage, one...
of the decision variables $X_{11}$ is \{nonreturn valve (45CrMo) 15 kg, heating bands (stainless steel) 5 kg, and injection ram (HT200) 16.5 kg\}. Then, at the manufacturing stage, these raw materials are manufactured with different processes.

In the very beginning of the IMM scheme design stage, the process parameters are uncertain. Therefore, intervals are used to express these uncertain design parameters. The ternary interval $A$ is represented by two numbers, which is expressed as follows:

$$A = [a^-, a^+]$$

where $a^-$ represents the lower limit of $A$ and $a^+$ represents the upper limit of $A$.

Definition 1. If $A = [a^-, a^+]$ and $B = [b^-, b^+]$, the distance between $A$ and $B$ can be recorded as $d(A, B)$:

$$d(A, B) = \max \{ |a^- - b^-|, |a^+ - b^+| \}. \tag{3}$$

Definition 2. If $A = [a^-, a^+]$ and $B = [b^-, b^+]$, $\Xi$ is the maximum interval of $A$ and $B$, recorded as $[\beta^-, \beta^+]$, where $\beta^- = \max \{a^-, b^-, a^+, b^+ \}$ and $\beta^+ = \max \{a^+, b^+ \}$.

As $\Xi$ is the maximum interval of $A$ and $B$, a conclusion can be drawn that $\Xi \geq A$ and $\Xi \geq B$.

Definition 3 \cite{29, 30}. If $A = [a^-, a^+]$ and $B = [b^-, b^+]$, $\Xi$ is the maximum interval of $A$ and $B$, the relative dominance coefficient of $A \geq B$ can be expressed as follows:

$$\text{RD}(A \geq B) = \frac{d(B, \Xi)}{d(A, \Xi) + d(B, \Xi)}. \tag{4}$$

Analogously, the relative dominance coefficient of $A \leq B$ can be expressed as follows:

$$\text{RD}(A \leq B) = \frac{d(A, \Xi)}{d(A, \Xi) + d(B, \Xi)}. \tag{5}$$

When two intervals are compared, the one with higher relative dominance is usually chosen by decision makers. According to that, the relative dominance is used to compare the dominant relationship between two intervals. ILCD is conducted as a multiobject problem (MOP):

$$\begin{align*}
\min & \quad f(x, c) = \left( f_1(x, c_1), f_2(x, c_2), \ldots, f_{r_n}(x, c_{r_n}) \right) \\
\text{s.t.} & \quad x \in \mathbb{X}_k, \quad c_r = (c_{r,1}, c_{r,2}, \ldots, c_{r,n})^T, \\
& \quad c_r = \left[ c_{r,1}, c_{r,2}, \ldots, c_{r,n} \right] \\
& \quad r_j = 1, 2, \ldots, r_t,
\end{align*} \tag{6}$$

where $x$ is the decision variable with $u$ dimensions in decision space $\mathbb{X}_k$, $f_r(x, c_r) \; (1, 2, \ldots, r_n)$ is the $r_i$th objective function with interval parameter $c_r$ and $c_{r,3}$ is the $r_i$th component of the interval parameter vector $c_r$. $f_r(x, c_r)$ can also be expressed as an interval $[f_{r,1}(x, c_r), f_{r,n}(x, c_r)]^T$.

Definition 4. For $x_{k_1}, x_{k_2} \in \mathbb{X}_k$, if $\forall k_i \in \{1, 2, \ldots, k_u\}$, $\sigma(x_{k_1}, x_{k_2}, k_i)$ is the time consumed for fitting the carbon emissions consumption of IMM

$$\begin{align*}
\text{CM}_m = \text{CM}_m + \text{CM}_p = \sum_{i=1}^{k_1} \sum_{j=1}^{k_2} m_{raw, ij} Y_{raw} + \sum_{i=1}^{k_1} \sum_{j=1}^{k_2} t_{jk} Y_{proc, ij}, \tag{7}
\end{align*}$$

where $\text{CM}_m$ represents the IMM structural carbon emissions consumption; the unit is (co2)kg. $\text{CM}_p$ represents the carbon emissions consumption of the IMM raw material; the unit is (co2)kg. $\text{CM}_p$ represents the carbon emissions consumption during process manufacturing the IMM; the unit is (co2)kg. $m_{raw}$ represents the quantity consumption of the $i$th kind of material for the $j$th component; the unit is kg. $Y_{raw}$ represents the carbon emissions factor of the $i$th kind of material; the unit is (co2)kg/kg. $k_l$ represents the amount of material types, while $k_t$ represents the amount of components. $t_{jk}$ represents the time consumption of the $k$th process for manufacturing the $j$th component; the unit is h. $Y_{proc, ij}$ represents the carbon emissions factor of the $k$th process for manufacturing the $j$th component; the unit is (co2)kg/h. $k_3$ represents the amount of manufacturing processes.

However, at the beginning of IMM LCD, plenty of structural parameters are uncertain. The quantity consumption of IMM is difficult to be calculated. In order to overcome this problem, the Kriging approximate model is used for fitting the carbon emissions consumption of IMM raw material ($\text{CM}_m$). Because of its strong ability to remove noise and high optimization efficiency, the Kriging approximate model is widely used in describing nonlinear problems that are difficult to obtain analytical expressions \cite{32, 33}. Suppose that $\text{CM}_m$ can be expressed as follows:

$$\text{CM}_m = K(X) = \phi(X)\omega + \tau(X), \tag{8}$$
where $X$ represents the decision variables set of IMM LCD problem. $\varphi(X)$ represents the estimated carbon emissions consumption of the IMM raw material. $\omega$ is the undetermined coefficient of the estimated function. $\tau(X)$ represents a random error function which can be expressed in a variety of forms. In this paper, $\tau(X)$ is expressed as the Gauss distribution in terms of expectation 0 and variance $\sigma^2$. The covariance of the $\tau(X)$ can be expressed as follows:

$$\text{cov} [\tau(x_p), \tau(x_q)] = \sigma^2 R [\tau(x_p), \tau(x_q)],$$

(9)

where $R$ represents the correlation matrix. $R(x_p, x_q)$ represents the correlation function of any two samples, $p, q = 1, 2, \ldots, n_{\text{ds}}$, where $n_{\text{ds}}$ represents the amount of data in the samples. $R(x_p, x_q)$ can be expressed in a variety of forms. For the consistency, $R(x_p, x_q)$ is expressed as Gauss function:

$$R(x_p, x_q) = \exp \left( -\sum_{i=1}^{k} \theta_i |x_p^i - x_q^i|^2 \right),$$

(10)

where $\theta_i$ represents the $i$th decision variable and the amount of decision variables is $k$. According to the Kriging model theory, the estimated response value of the unknown point $x$ can be expressed as follows:

$$\bar{K}(x) = \gamma^T(x) R^{-1} (K - f \bar{\delta}) = \bar{\delta} f(x),$$

(11)

where $\bar{\delta}$ represents the estimated value, which can be expressed as follows:

$$\bar{\delta} = (f^T R^{-1} f)^{-1} f^T R^{-1} K,$$

(12)

where $K$ represents the column vector of response value of sample data. $f$ represents the unit column vector. $\gamma(x)$ represents the correlation vector between the sample point and the prediction point, which can be expressed as follows:

$$\gamma^T(x) = (R(x, x_{k_1}), R(x, x_{k_2}), \ldots, R(x, x_{k_n}))^T.$$

(13)

The estimated value of variance can be expressed as follows:

$$\sigma^2 = (K - f \bar{\delta})^T R^{-1} (K - f \bar{\delta}) s,$$

(14)

$\theta_i$ can be obtained by maximum likelihood estimation as

$$\max_{\theta_i} \left( n_{\text{ds}} \ln(\sigma^2) + \ln|R| \right)/2.$$  

(15)

Then, initial samples were selected and finite element analysis was used to obtain injection equipment volume. The Latin hypercube sampling method is used to randomly select the sample points in the global design space. In order to ensure the fitting accuracy of the overall output response, the correlation coefficient is calculated. The closer the correlation coefficient is to 1, the higher the global accuracy of the model is:

$$R_i^2 = 1 - \frac{\sum_{i=1}^{n_{\text{ds}}} (K_i - \bar{K}_i)^2}{\sum_{i=1}^{n_{\text{ds}}} (K_i - \mu(K))^2},$$

(16)

where $K_i$ represents the output response value of the $i$th sample point obtained from the finite element analysis software. The amount of sample points is $s_{\text{R}}$. $\bar{K}_i$ represents the response value obtained from the Kriging model. $\mu(K)$ is the average value of the sample points. In addition, the relative maximum of absolute error is calculated. The closer the relative maximum of absolute error is to 0, the higher the local accuracy of the model is:

$$E_R = \max_{i=1:s_{\text{R}} \sigma(K)} \left| \frac{K_i - \bar{K}_i}{\sigma(K)} \right|,$$

(17)

where $\sigma(K)$ represents the standard deviation of sample points. Only if $R_i$ and $E_R$ meet the requirement of precision, the iterations are complete and the final fitting function is obtained. On the other hand, $\text{CM}_p$ is firstly calculated as energy consumption. The components and parts of IMM are manufactured by using computerized numerical control machine tools (CNCMT). The energy consumption model during machine tools manufacturing has already been built [34, 35]. The total energy consumption in manufacturing an IMM is divided into five parts:

$$E_p = E_{\text{PSO}} + E_{\text{PSR}} + E_{\text{PF}} + E_{\text{PTC}} + E_{\text{PC}},$$

(18)

where $E_p$ represents the total energy consumption in manufacturing an IMM. $E_{\text{PSO}}$ represents the energy consumption when the CNCMT is standby. $E_{\text{PSR}}$ represents the energy consumption during the CNCMT spindle rotation. $E_{\text{PF}}$ represents the energy consumption during the CNCMT X-axis, Y-axis, and Z-axis feeding. $E_{\text{PTC}}$ represents the energy consumption during the CNCMT tool change. $E_{\text{PC}}$ represents the energy consumption during the CNCMT A, B, C-axis rotation. The relationship between energy consumption and carbon emissions can be mathematically expressed as

$$\text{CM}_p = \sum_{\omega=1}^{u} E_{\omega} \times F_{\omega} \times H_{\omega},$$

(19)

where $E_{\omega}$ represents the consumption of the $\omega$th kind of energy and $F_{\omega}$ represents the carbon emissions coefficient of the $\omega$th kind of energy, kg $(\text{CO}_2)/(\text{kWh})$. $H_{\omega}$ represents the total time of the $\omega$th kind of energy consumption during single injection molding cycle, h. There are $u$ kinds of energy counted when the carbon emissions of $\text{CM}_p$ are calculated.

Above all, the IMM structural carbon emissions can be calculated as follows:
\[ CM_S = CM_m + CM_p = \sum_{i=1}^{m} f(g_1, g_2, \ldots, g_\theta) \cdot \rho \cdot \gamma \cdot \sum_{j=1}^{n} t_j \cdot \gamma \cdot \sum_{x_{i_1}, x_{i_2}, \ldots, x_{i_n}} E \times F \times H \times W. \] (20)

3.3. Carbon Emissions Calculation during Injection Molding Process. Injection molding is a repetitive process in which melted polymer (plastic) is injected into mold cavities, where it is held under certain pressure until it is removed into a solid state. Therefore, the whole injection molding process can be regarded as the cycle of multiple same processes, which is shown in Figure 3. It takes a 60-seconds injection molding cycle process as an example.

The carbon emissions during injection molding process are firstly calculated as energy consumption. The heating mode of IMM is the main factor affecting energy consumption in injection molding process. There are several heating modes used in IMM among which the electromagnetic induction heating is the most wildly used heating mode. Owing to that, the energy consumption is calculated as it is electromagnetic induction heating IMM. The energy consumption during a whole injection molding process, \( E_s \), which consists of four parts as shown in Figure 4 in grey can be calculated as follows:

\[ E_s = E_{\text{plas}} + E_{\text{P&H}} + E_{\text{cool}} + E_{\text{ejec}}, \] (21)

where \( E_{\text{plas}} \) represents the energy consumption during the plasticizing process, \( E_{\text{P&H}} \) represents the energy consumption during the packing and holding process, \( E_{\text{cool}} \) represents the energy consumption during the cooling process, and \( E_{\text{ejec}} \) represents the energy consumption during the ejection process. \( E_{\text{plas}} \) can be calculated as four individual parts as follows:

\[ E_{\text{plas}} = E_{\text{HB}} + E_{\text{HEB}} + E_{\text{HS}} + E_{\text{HM}}, \] (22)

where \( E_{\text{HB}} \) represents the energy consumption of heating bands, which can be calculated as

\[ E_{\text{HB}} = \frac{C \times k \times \Delta T_H \times \pi \times D \times L}{d \times C}. \] (23)

\( E_{\text{HEB}} \) represents the energy consumption of the heating extruder barrel, which can be calculated as

\[ E_{\text{HEB}} = C \times \frac{m_B \times D_B \times \Delta T_B}{3600 \times t_B}. \] (24)

\( E_{\text{HS}} \) represents the energy consumption of the heating injection screw, which can be calculated as

\[ E_{\text{HS}} = \frac{m_B \times C_B \times \Delta T_B}{3600 \times t_B}. \] (25)

\( E_{\text{HM}} \) represents the energy consumption of the hydraulic motor, which can be calculated as

\[ E_{\text{HM}} = q_m \times \frac{P}{2\pi}. \] (26)

The schematic of a typical metering-type screw is shown in Figure 4 along with the main screw design parameters.

Based on the experience, the packing pressure is 75% of the injection pressure \([36]\) so that the energy consumption during the packing and holding process, \( E_{\text{P&H}} \), can be calculated as follows:

\[ E_{\text{P&H}} = 0.75 \times q_m \times V_{\text{inj}} \times q_m, \] (27)

where \( q_m \) represents the change ratio in unit volume of the polymer for a given decrease in temperature; the unit is \( m^3/m^3 \). The coefficient of the cooling performance is regarded as the theoretical maximum \([37]\):

\[ E_{\text{cool}} = 10^{-3} \times \frac{\rho \times V_{\text{inj}} \times (C \times \Delta T_H + \omega)}{k_c}. \] (28)

It is studied that the energy consumption during ejection process is 25% of the whole process \([38]\) so that the energy consumption during the ejection process, \( E_{\text{ejec}} \), can be calculated as follows:

\[ E_{\text{ejec}} = 0.25 \times (E_{\text{plas}} + E_{\text{cool}}). \] (29)

Above all, the energy consumption during an injection process cycle can be calculated as

\[ E_s = 1.25 \times \left( \frac{E_{\text{HS}} \times k \times B \times \pi \times D \times L}{d \times C} + \frac{m_B \times C_B \times \Delta T_B}{3600 \times t_B} + \frac{m_B \times C_B \times \Delta T_B}{3600 \times t_B} \left( \frac{\rho \times V_{\text{inj}} \times (C \times \Delta T_H + \omega)}{k_c} \right) + 0.75 \times q_m \times V_{\text{inj}} \times q_m \right) \times \frac{P}{2\pi}. \] (30)

On this basis, the carbon emissions in a single cycle of injection molding can be calculated as similar as equation (19):

\[ CM_s = \sum_{u=1}^{u} E_s \times F_w \times H_w. \] (31)

Combining equations (30) and (31), the carbon emissions in a single cycle of injection molding can be expressed as
3.4. Carbon Emissions Calculation Extra Objective. The basic design purpose of an IMM is to increase the injection molding performance. It will be practically significant to analysis injection molding equipment carbon emission only if the quality of injection products is guaranteed.

Plasticizing capacity is an important index to evaluate the quality of plasticizing products in injection molding equipment. If the plasticizing capability is too low in relation to the shot size required, the chances are that the injected plastic will not be completely melted. Therefore, the conveying capacity of the screw metering section is used to calculate the plasticizing capacity of the screw as the carbon emissions calculation extra objective, which can be express as follows:

\[
q_s = \frac{\pi^2 D_s^5 h_3 \beta_s \cos \beta_s}{2} \left( \Delta p \frac{\Delta p}{12 \mu_1} \right) - \frac{\pi^2 D_s^5 \beta_s \Delta p}{12 \mu_2 \varepsilon_s}
\]

(32)

3.5. Carbon Emissions Mathematical Model. Based on the above mentioned, equation (6) is rewritten as equation (34). In the carbon emissions mathematical model, \(X_k\) is taken as the decision variables set; \(f_1, f_2, \) and \(f_3\) are taken as the...
three optimization objectives. It is worth mentioning that \( q_b \) as an extra objective is required to obtain the maximum value in ILCD process. However, for the convenience of multiobjective decision at later stage, \( f_3 \) is set as \(-q_b\). Besides, in many certain IMM LCD cases, there is an association between those known design parameters. These variables are limited as constraint conditions in the carbon emissions mathematical model:

\[
\begin{align*}
\min_{x_i} f(x, c) &= (f_1(x, c_1), f_2(x, c_2), f_3(x, c_3)) \\
f_1(x, c_1) &= CM_1 = CM_m + CM_p = \varphi(x_{k_1}, x_{k_2}, x_{k_3}, \ldots, x_{k_b}) \omega + t(x_{k_1}, x_{k_2}, x_{k_3}, \ldots, x_{k_b}) + \sum_{x_{k_1}, x_{k_2}, x_{k_3}, \ldots, x_{k_b}} E_p \times F_{\omega} \times H_{\omega} \\
f_2(x, c_2) &= CM_2 = \left[ 1.25 \times \left( \frac{E_T \times k \times \Delta T_H \times \pi \times \Delta k \times L_s}{d_m \times C_C} + \frac{m_B \times C_B \times \Delta T_B}{3600 \times t_B} + \frac{m_s \times C_s \times \Delta T_s}{3600 \times t_s} + q_m \times \rho \times 10^{-3} \times \frac{\rho \times V_{inj} \times \left[ C_C \times \Delta T_H + \omega \right]}{k_c} \right] \times \frac{0.75 \times \varphi_{\omega} \times V_{inj} \times q_m + 10^{-3} \times \rho \times V_{inj} \times \left[ C_C \times \Delta T_H + \omega \right]}{k_c} \times F_1 \times H_1 \\
f_3(x, c_3) &= -q_b = \frac{-\pi^2 D_3^2 \alpha_s \sin \beta \cos \beta}{2} + \frac{\pi^2 D_3^2 \alpha_s}{\mu_k L_3^3} \frac{\Delta \rho}{\mu_k} + \frac{\pi^2 D_3^2 \alpha_s}{\mu_k L_3^3} \tan \beta \frac{\Delta \rho}{\mu_k} \\
\text{s.t.} \quad Z_1, Z_2, \ldots, Z_r,
\end{align*}
\]

4. Optimization Method

4.1. Optimization Based on E-SPEA-II. Zitzler et al. [39] proposed the improved strength Pareto evolutionary algorithm (SPEA-II). The advantage of this algorithm is that the less parameter artificially set, the more efficient optimization performance, the higher calculation speed. In addition, this algorithm can obtain the uniform distribution of the Pareto front. However, it still lacks in the maintenance of the target space and convergence speed. In order to overcome these problems, we introduce a novel SPEA-II powered by epsilon dominance which is used by Saxena et al. [40] implemented within the framework of NSGA-II. The improved algorithm flow is shown in Figure 5. The details of the algorithm is as follows:

Step 1. Initialize new population \( P_0 \) and an external set \( E_0 \), set the current generation as gen = 0, the maximum generation as \( \text{gen}_{\text{max}} \), the crossover probability as \( p_c \), the mutation probability as \( p_m \), set \( N \) as the number of the evolution population, \( f^m \).

Step 2. Calculate the basic fitness values, \( \nabla(f^m) \), of individuals in current population \( P_i \) and external set \( E_i \), as

\[
\nabla(f^m) = \sum_m \{ \Omega(f^m) \mid f^m \in (P_i \cup E_i) \land (f^m < f^m) \},
\]
Step 3. Copy the nondominated individuals from current population $P_i$ and external set $E_i$ into next external set $E_{i+1}$. If the number of individuals in $E_{i+1}$ is larger than $N$, archive truncation procedure to reduce the individuals number of $E_{i+1}$, and if the number of individuals in $E_{i+1}$ is less than $N$, fill $E_{i+1}$ with the current nondominant individuals of $E_i$ and $P_i$.

Step 4. If $gen_i \geq gen_{\text{max}}$, output the individuals in $E_{i+1}$ as Pareto optimal solution; otherwise, go to Step 5.

Step 5. Perform binary tournament selection in $E_{i+1}$ to select the optimal fitness individuals filling into the mate pool.

Step 6. Compare the individuals in $E_i$ and $E_{i+1}$, select the optimal one into $P_i$ based on dominant relationship. If there is no dominant one between them, randomly choose one to crossover and mutate to generate new individuals in $P_{i+1}$. Meanwhile, update $gen_i := gen_i + 1$ and go to Step 2.

However, in this paper, the ILCD problem is based on interval numbers and the elements in the decision matrix are intervals. In order to solve the problems, a multiattribute decision-making method for interval numbers is proposed in this paper. After the carbon emissions model has been optimized, several optimization schemes are obtained as shown in matrix $D$:

$$D = \begin{bmatrix}
W & f_1 & f_2 & f_3 \\
S_1 & [c_{11}, c_{11}^+] & [c_{12}, c_{12}^+] & [c_{13}, c_{13}^+] \\
S_2 & [c_{21}, c_{21}^+] & [c_{22}, c_{22}^+] & [c_{23}, c_{23}^+] \\
S_3 & [c_{31}, c_{31}^+] & [c_{32}, c_{32}^+] & [c_{33}, c_{33}^+] \\
\vdots & \vdots & \vdots & \vdots \\
S_{pn} & [c_{pn1}, c_{pn1}^+] & [c_{pn2}, c_{pn2}^+] & [c_{pn3}, c_{pn3}^+] \\
\end{bmatrix}$$

(38)

In the decision matrix $D$, $S_1, S_2, \ldots, S_{pn}$ are the final design schemes optimized by the evolution algorithm, where $pn$ is the number of populations, $f_1, f_2,$ and $f_3$ are the three optimization objectives. The interval $\bar{c}_{uv} = [c_{uv}, c_{uv}^+]$ ($u = 1, 2, \ldots, pn; v = 1, 2, 3$) represents the $u^{th}$ optimization objective of $v^{th}$ scheme. $\omega_i$ represents the weight of the $v^{th}$ optimization objective. The specific steps of $A$ are as follows:

Step 1. Normalize the decision matrix $D$ to normalization decision matrix $\bar{D} = [\bar{d}_{uv}]_{pn\times3}$, where

4.2. Multiattribute Decision Making Method for Intervals. After optimization by evolution algorithm, the Pareto optimal solution set is obtained. However, there are three $s$'s in the ILCD problem, the multiattribute decision-making method should be used to weigh the importance of each objective. TOPSIS (technique for order preference by similarity to an ideal solution), proposed by Yoon and Hwang [42], is a widely used method for multiattribute decision.

Figure 5: Flow chart of E-SPEA-II.
\( \tilde{d}_{uv} = [d_{uv}^-, d_{uv}^+] \) represents the interval which is normalized:

\[
d^-_{uv} = \frac{c^-_{uv}}{\sqrt{\sum_{v=1}^{pn} (1/2) \left[ (c^-_{uv})^2 + (c^+_{uv})^2 \right]}} \\
\quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad u = 1, 2, \ldots, pn, v = 1, 2, 3,
\]

\[
d^+_{uv} = \frac{c^+_{uv}}{\sqrt{\sum_{v=1}^{pn} (1/2) \left[ (c^-_{uv})^2 + (c^+_{uv})^2 \right]}} \\
\quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad u = 1, 2, \ldots, pn, v = 1, 2, 3.
\]

(39)

Step 2. Considering the difference between the importance of the optimization objectives, the normalized decision matrix \( \overline{D} \) is weighted to obtain the weighted normalized decision matrix \( \overline{R} = [\overline{r}_{uv}]_{pn \times 3} \):

\[
\overline{r}_{uv} = \omega_v \tilde{d}_{uv} = [\omega_v, \tilde{d}_{uv}, \omega_v \tilde{d}_{uv}^+] \\
\quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad u = 1, 2, \ldots, pn, v = 1, 2, 3,
\]

(40)

where \( \omega_v \) is the weight of the \( v \)th optimization objective.

Step 3. Calculate the positive ideal solution \( A^P \) and the negative ideal solution \( A^N \) as follows:

\[
A^P = \left\{ r^P_1, r^P_2, r^P_3 \right\} = \left\{ \left( \max_u \overline{r}_{uv} \mid v \in U \right), \left( \min_u \overline{r}_{uv} \mid v \in V \right) \right\},
\]

(41)

\[
A^N = \left\{ r^N_1, r^N_2, r^N_3 \right\} = \left\{ \left( \min_u \overline{r}_{uv} \mid v \in U \right), \left( \max_u \overline{r}_{uv} \mid v \in V \right) \right\},
\]

(42)

where \( U \) is associated with the benefit criteria, while \( V \) is associated with the cost criteria. The maximum and minimum of \( \overline{r}_{uv} \) are calculated based on the relative dominance coefficient \( RD \) determined in definition 3. Take \( r^P_1 \) as an example. \( RD_{pq} \) (represents the relative dominance that \( \overline{r}_{p1} \geq \overline{r}_{q1} \), \( p, q = 1, 2, \ldots, pn \)) is obtained by comparing the elements from \( \left( \overline{r}_{11}, \overline{r}_{21}, \ldots, \overline{r}_{pq} \right)^T \).

Hence, the complementary matrix is constructed as \( P = (RD_{pq})_{pn \times pn} \), where \( RD_{pq} \geq 0 \), \( RD_{pp} = 1/2 \) and \( RD_{pq} + RD_{qp} = 1 \):

\[
RD_p = \sum_{q=1}^{pn} RD_{pq}, \quad p = 1, 2, \ldots, pn.
\]

(43)

According to the order relationship of \( RD_p \), the maximum and minimum of \( \overline{r}_{uv} \) are obtained.

Step 4. Calculate the distance between every scheme point and the positive ideal solution point (or the negative ideal solution point, respectively):

\[
\overline{g}_u^P = \sqrt{\sum_{i=1}^{3} \left( r^P_v - r^-_{uv} \right)^2 + \sum_{i=1}^{3} \left( r^P_v - r^+_{uv} \right)^2},
\]

(44)

\[
\overline{g}_u^N = \sqrt{\sum_{i=1}^{3} \left( r^N_v - r^-_{uv} \right)^2 + \sum_{i=1}^{3} \left( r^N_v - r^+_{uv} \right)^2}.
\]

(45)

Step 5. Calculate the relative closeness \( RC_u \).

\[
RC_u = \frac{\overline{g}_u^P}{\overline{g}_u^P + \overline{g}_u^N}, \quad u = 1, 2, \ldots, pn.
\]

(46)

Step 6. The ILCD schemes are sorted based on the relative closeness \( RC_u \). In the ILCD carbon emissions optimization problem, the solution is to minimize all three objectives. So the smaller the relative closeness \( RC_u \) is, the better the ILCD scheme is.

5. A Case Study: Structure Optimization Design of the IMM Injection Component

In this section, a case study is conducted in an IMM injection component LCD process, which is provided by Zhejiang Sound Machine Manufacturing Co. Ltd. The model of the IMM is DSH280/750TW. The main design parameters of DSH280/750TW IMM injection component is presented in Table 1 as design requirement. The details of the 3D model are shown in Figure 6. According to design experiment and design requirement, eight parameters are chosen as ILCD decision variables. The ILCD decision variables are shown in Table 2 which consists of four structure design parameters and four injection process parameters.

After the ILCD requirement and decision variables are determined, the ILCD carbon emissions calculation model can be constructed. The Kriging model is used in DSH280/750TW injection component carbon emissions calculation. There are four structure design parameters chosen in Table 2 as decision variables which are \( L_{HB}, h_3, \beta, \delta \). Twenty-six initial sample points are obtained based on design cases to fit the volume of the barrel and screw which is sampled in 3D modeling software. The Kriging model iterative process data of injection component carbon emissions are shown in Table 3. According to equations (8)–(17), the volume of the barrel and screw of IMM can be expressed as

\[
V_{bks} = 5.823 \times 10^{-2} h_3^4 + 4.524 \times 10^{-4} L_{HB} \beta h_3 \delta + 1.587 \times 10^{-5} L_{HB} \beta^2 h_3 \delta^2 + 3.241 \times 10^{-5} L_{HB}^2 \beta h_3 + 6.421 \times 10^{-3} \beta h_3^2 \delta - 12.531.
\]

(47)

The raw material of the barrel and screw of DSH280/750TW IMM is HT300 carbon steel. The density of HT300 carbon steel is 7300 kg/m\(^3\), and according to IPCC, the carbon emission of HT300 carbon steel per kilogram is 1.06 kg. So the carbon emissions consumption of IMM raw material can be expressed as
On the other hand, CM_p are firstly calculated as energy consumption. The injection screw 2D process sketch of DSH280/750TW is shown in Figure 7 which contains geometric parameter information and surface roughness information. And the machining process card of DSH280/750TW injection screw is shown in Table 4. As in this ILCD case, the decision variables have been already determined and the related process steps are extracted in Table 5, so that the energy consumption is calculated in each related process step. According to equation (19), the carbon emissions of manufacturing the DSH280/750TW injection component can be expressed as (the current situation of electric power structure in China of 2017 is shown in Table 6 along with the corresponding carbon emission coefficient):

\[
CM_p = \left(1000 \times (500 + 500 \times 0.5) \times \tau_{HB1}L_{HB} + 1500 \times (1000 + 1000 \times 0.1) \times \tau_{HB2}L_{HB} + 350(300 + 240 \times 0.1) \sqrt{(\tau_{h1}h_3)^2 + (\tau_{h2}h_5)^2 + 500(340 + 280 \times 0.02)} \sqrt{(\tau_{h2}h_3)^2 + (\tau_{h2}h_5)^2} + 0.621 \times (68.4\% \times 5.136 + 19.6\% \times 1.347 + 5.3\% \times 0.054 + 4\% \times 0.987 + 1.7\% \times 1.121).}
\]

(49)

After that, the IMM injection component carbon emissions and the carbon emissions during injection plasticizing process can be calculated, respectively. Finally, the integrated carbon emissions mathematical model with extra objective is built and equation (34) is rewritten as follows:

\[
CM_m = (5.823 \times 10^{-2}h_5^4 + 4.524 \times 10^{-4}L_{HB}h_5^2h_3 + 1.587 \times 10^{-3}L_{HB}h_5^2h_3 + 1.232 \times 10^{-3}L_{HB}h_5^2h_3 - 12.531) \times 7.3 \times 10^{-3} \times 1.06.
\]

(48)
Figure 7: DSH280/750TW injection screw 2D process sketch.

Table 4: Machining process card of DSH280/750TW injection screw.

<table>
<thead>
<tr>
<th>Material No.</th>
<th>Work procedure names</th>
<th>Rough type</th>
<th>Process contents</th>
<th>Component name</th>
<th>Casting Equipment</th>
<th>Dimension of rough Clamping</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>Lathe</td>
<td>Rough turning the cylinder of $D_s$</td>
<td>C620-1 horizontal lathe</td>
<td>3-jaw chuck</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>Lathe</td>
<td>Finish turning the cylinder of $D_s$</td>
<td>C620-1 horizontal lathe</td>
<td>3-jaw chuck</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>Modulation</td>
<td>Modulating to HB240-270</td>
<td>C620-1 horizontal lathe</td>
<td>3-jaw chuck</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>Lathe</td>
<td>Rough turning the cylinder of $\varnothing 50$</td>
<td>C620-1 horizontal lathe</td>
<td>3-jaw chuck</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>Lathe</td>
<td>Finish turning the cylinder of $\varnothing 50$</td>
<td>C620-1 horizontal lathe</td>
<td>3-jaw chuck</td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>Lathe</td>
<td>Finish turning the cylinder of $\varnothing 50$</td>
<td>C620-1 horizontal lathe</td>
<td>3-jaw chuck</td>
<td></td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>Lathe</td>
<td>Finish turning the cylinder of $\varnothing 50$</td>
<td>C620-1 horizontal lathe</td>
<td>3-jaw chuck</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>Milling</td>
<td>Rough milling the cylinder of $D_s$</td>
<td>X53T vertical milling machine</td>
<td>Tangor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>Milling</td>
<td>Finish milling the cylinder of $D_s$</td>
<td>X53T vertical milling machine</td>
<td>Tangor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>Check</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Energy consumption of each related process step.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Feature contents</th>
<th>Processing parameters</th>
<th>Machine tool</th>
<th>Energy consumption</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turning</td>
<td>Rough turning the cylinder of $D_s$</td>
<td>$n_i = 500$, $f_t = 0.5$, $v_z = 500$, $F_Z = 1000$</td>
<td>C620-1 horizontal lathe</td>
<td>$F_Z (v_z + n_i f_t) \tau_{HB1} L_{HB}$ [43]</td>
</tr>
<tr>
<td></td>
<td>Finish turning the cylinder of $D_s$</td>
<td>$n_i = 1000$, $f_t = 0.1$, $v_z = 1000$, $F_Z = 1500$</td>
<td>C620-1 horizontal lathe</td>
<td>$F_Z (v_z + n_i f_t) \tau_{HB2} L_{HB}$ [43]</td>
</tr>
<tr>
<td>Milling</td>
<td>Rough milling the cylinder of $D_s$</td>
<td>$n_i = 240$, $f_m = 0.1$, $v_z = 300$, $F_Z = 350$</td>
<td>X53T vertical milling machine</td>
<td>$F_Z (v_z + n_i f_t) \sqrt{(\tau_{h1} h_3)^2 + (\tau_{h2} h_3)^2}$ [43]</td>
</tr>
<tr>
<td></td>
<td>Finish milling the cylinder of $D_s$</td>
<td>$n_i = 280$, $f_z = 0.02$, $v_z = 340$, $F_Z = 500$</td>
<td>X53T vertical milling machine</td>
<td>$F_Z (v_z + n_i f_t) \sqrt{(\tau_{h1} h_3)^2 + (\tau_{h2} h_3)^2}$ [43]</td>
</tr>
</tbody>
</table>

Table 6: Current situation of electric power structure in China [44].

<table>
<thead>
<tr>
<th>Types of power</th>
<th>Thermal power</th>
<th>Hydroelectric power</th>
<th>Wind power</th>
<th>Nuclear power</th>
<th>Photovoltaic power</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proportion (%)</td>
<td>68.4</td>
<td>19.6</td>
<td>5.3</td>
<td>4.0</td>
<td>1.7</td>
</tr>
<tr>
<td>Carbon emission coefficient</td>
<td>5.136 kg (CO$_2$)/(kw-h)</td>
<td>1.347 kg (CO$_2$)/(kw-h)</td>
<td>0.054 kg (CO$_2$)/(kw-h)</td>
<td>0.987 kg (CO$_2$)/(kw-h)</td>
<td>1.121 kg (CO$_2$)/(kw-h)</td>
</tr>
</tbody>
</table>
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\[
\begin{align*}
\text{find } x &= \{ L_{HB}, \beta_s, h_3, \delta_s, \Delta T_B, \Delta T_s, t_B, t_s \} \\
\min_x f_1 &= \text{CM}_5 = \text{CM}_m + \text{CM}_p = \left( 5.823 \times 10^{-3} h_3^3 + 4.524 \times 10^{-4} L_{HB} \beta_s h_3 \delta_s + 1.587 \times 10^{-5} L_{HB} \beta_s^2 \delta_s \\
&\quad + 3.241 \times 10^{-5} L_{HB} \beta_s^2 h_3 + 6.421 \times 10^{-3} \beta_s h_3^2 \delta_s - 12.531 \right) \\
&\quad \times 7.3 \times 10^{-3} + 1.06 + 7.5 \times 10^5 \tau_{HB} L_{HB} + 1.65 \times 10^6 \tau_{HB} L_{HB} + 1.134 \times 10^7 \left( \tau_{HB}^2 h_3 \right)^2 + \left( \tau_{HB} \beta_s \right)^2 \\
&\quad + 1.728 \times 10^5 \left( \tau_{HB} h_3 \right)^2 + \left( \tau_{HB} \beta_s \right)^2 \times 4.96, \\
\min_x f_2 &= \text{CMS} = E_{\text{plus}} \times F_{\text{plus}} \times H_{\text{plus}} \\
&= \left( C_w \times k_m \times \Delta T_H \times \pi \times d_m \times L_{HB} \right) \pi \times d_m \times \Delta T_H + \frac{m_b \times C_b}{\mu_1} \times \Delta T_b + \frac{m_s \times C_s}{\mu_1} \times \Delta T_s + \frac{q_m}{T_b} \cdot \Delta T_b \left( \mu_3 \times 0.1 \right) \left( 10 + 2 \mu_3 \right) \left( \frac{10^3 \times 0.01}{\mu_3} \right) \times 5.136 \times 120 \\
\max_x f_3 &= -q_s = \frac{\pi^2 D_3^2 \sin \beta_s \cos \beta_s}{2} + \frac{\pi D_3^2 h_3 \sin \beta_s}{12 \mu_1} \Delta p + \frac{\pi^2 D_3^2 \sin \beta_s}{12 \mu_3} \Delta p \\
&= \frac{\pi^2 D_3^2 \sin \beta_s}{12 \mu_1} \Delta p \\
&= \frac{\pi^2 D_3^2 \sin \beta_s}{12 \mu_3} \Delta p \\
&= \frac{\pi^2 D_3^2 \sin \beta_s}{12 \mu_3} \Delta p \\
&= \frac{\pi^2 D_3^2 \sin \beta_s}{12 \mu_3} \Delta p \\
&= \frac{\pi^2 D_3^2 \sin \beta_s}{12 \mu_3} \Delta p \\
&= \frac{\pi^2 D_3^2 \sin \beta_s}{12 \mu_3} \Delta p \\
&= \frac{\pi^2 D_3^2 \sin \beta_s}{12 \mu_3} \Delta p \\
&= \frac{\pi^2 D_3^2 \sin \beta_s}{12 \mu_3} \Delta p \\
&= \frac{\pi^2 D_3^2 \sin \beta_s}{12 \mu_3} \Delta p \\
&= \frac{\pi^2 D_3^2 \sin \beta_s}{12 \mu_3} \Delta p \\
&= \frac{\pi^2 D_3^2 \sin \beta_s}{12 \mu_3} \Delta p \\
&= \left( 0.0599966, 0.064556, 0.060065, 0.031284, 0.030488 \right), \\
&= \left( 0.053186, 0.090145, 0.048758, 0.050440, 0.024854, 0.025065 \right).
\end{align*}
\]

The main design parameters of DSH280/750TW IMM are shown in Table 7, in which the decision variables are in grey. Some of the design parameters are unknown, so they are expressed as interval numbers.

The initial range of the decision variables in ILCD problem is limited according to the design experiment as follows: \( L_{HB} : 500–1000 \text{ mm} \), \( h_3: 2.4–5.7 \text{ mm} \), \( \beta_s: 25–30^\circ \), \( \delta_s: 10–25 \text{ mm} \), \( \Delta T_B: 5–60 \text{ K} \), \( \Delta T_s: 150–250 \text{ K} \), \( t_B: 60–120 \text{ s} \), and \( t_s: 60–120 \text{ s} \).

Equation (50) is optimized based on the method in Section 4. In order to reduce the unnecessary complexity of algorithm, the initial population is set at 50. The crossover probability is 0.9, and the mutation probability is 0.1, the distribution indexes of which are all 20. In this three-objective optimization problem, the generation is set at 100. The Pareto front of the ILCD results after 100 generations is shown in Figure 8. It is worth noting that the Pareto front is also an interval front. Figure 8, the red points represent the upper limit of the optimized results and the blue points represent the lower limit of the optimized results. The detailed results after 100 generations are shown in Table 8. The number in Table 8 represents the serial number of the population. This means there are fifty optimized ILCD schemes that should be compared using the multiattribute decision-making method mentioned in Section 4.2.

The results in Table 8 are firstly normalized and weighted according to the importance of each optimization objective. In this case, the weight vector is set as \( W = (0.4, 0.4, 0.2) \). Based on that, the positive ideal solution and the negative ideal solution are calculated:

\[
A^P = \left\{ (0.0599966, 0.104939), (0.064556, 0.060065), (0.031284, 0.030488) \right\}.
\]

According to (44)–(46), the relative closeness \( RC_n \) of each ILCD scheme is calculated. The detailed results of \( g_n^P, g_n^N, RC_n \) are shown in Table 9. The fifty Pareto optimal schemes are arranged from small to large according to \( RC_n \). In this case, the solution is to minimize all three objectives. So the smaller the relative closeness \( RC_n \) is, the better the ILCD scheme is. In Table 10, the best ten schemes are shown with decision variables.
Table 7: Main design parameters of DSH280/750TW.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Interval value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_B$</td>
<td>70–100</td>
<td>mm</td>
</tr>
<tr>
<td>$L_{HB}$</td>
<td>—</td>
<td>mm</td>
</tr>
<tr>
<td>$m_B$</td>
<td>10–50</td>
<td>kg</td>
</tr>
<tr>
<td>$C_B$</td>
<td>0.46</td>
<td>kJ/(kg·K)</td>
</tr>
<tr>
<td>$q_m$</td>
<td>1–5</td>
<td>L/r</td>
</tr>
<tr>
<td>$\rho_{mat}$</td>
<td>0.5–0.9</td>
<td>kg</td>
</tr>
<tr>
<td>$m_S$</td>
<td>10–50</td>
<td>kg</td>
</tr>
<tr>
<td>$C_S$</td>
<td>0.46</td>
<td>kJ/(kg·K)</td>
</tr>
<tr>
<td>$n_S$</td>
<td>350</td>
<td>r/min</td>
</tr>
<tr>
<td>$D_S$</td>
<td>50</td>
<td>mm</td>
</tr>
<tr>
<td>$h_S$</td>
<td>—</td>
<td>mm</td>
</tr>
<tr>
<td>$\beta_S$</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>$\delta_S$</td>
<td>—</td>
<td>mm</td>
</tr>
<tr>
<td>$e_S$</td>
<td>2.5–3.5</td>
<td>mm</td>
</tr>
<tr>
<td>$L_S3$</td>
<td>200–500</td>
<td>mm</td>
</tr>
<tr>
<td>$C_W$</td>
<td>0.25–0.80</td>
<td>kJ/(kg·K)</td>
</tr>
<tr>
<td>$C_C$</td>
<td>0.9</td>
<td>kJ/(kg·K)</td>
</tr>
<tr>
<td>$k_m$</td>
<td>0.16</td>
<td>W/(m·K)</td>
</tr>
<tr>
<td>$\Delta T_H$</td>
<td>50–160</td>
<td>K</td>
</tr>
<tr>
<td>$\Delta T_B$</td>
<td>—</td>
<td>K</td>
</tr>
<tr>
<td>$\Delta T_S$</td>
<td>—</td>
<td>K</td>
</tr>
<tr>
<td>$d_m$</td>
<td>0.1–2.5</td>
<td>mm</td>
</tr>
<tr>
<td>$t_B$</td>
<td>—</td>
<td>s</td>
</tr>
<tr>
<td>$t_S$</td>
<td>—</td>
<td>s</td>
</tr>
<tr>
<td>$p_2$</td>
<td>0.5–20</td>
<td>MPa</td>
</tr>
<tr>
<td>$\mu_1$</td>
<td>1000–5000</td>
<td>Pa·s</td>
</tr>
<tr>
<td>$\mu_2$</td>
<td>1000–5000</td>
<td>Pa·s</td>
</tr>
<tr>
<td>$\Delta p$</td>
<td>20–120</td>
<td>MPa</td>
</tr>
</tbody>
</table>

![Figure 8: Pareto optimal front.](image-url)
6. Discussion

Based on the results obtained above, the discussion of the effectiveness of the LCD method is presented by comparing the algorithm used in this paper to two classic multiobjective optimization algorithms (NSGA-II [45] and IP-MOEA [46]). To compare the performance of the three algorithms in a fair way, the same parameters are set in all three algorithms: The initial population is set at 50. The crossover probability is 0.9, and the mutation probability is 0.1. In order to measure the algorithmic performance, the hypervolume index, the distribution degree, and the imprecision index [46] are calculated. The hypervolume index is calculated as

<table>
<thead>
<tr>
<th>No.</th>
<th>$\mathbf{CM}_1 (\text{kg CO}_2)$</th>
<th>$\mathbf{CM}_2 (\text{kg CO}_2)$</th>
<th>$q_k (\text{cm}^3/s)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>79.85, 102.89</td>
<td>4.72, 9.15</td>
<td>34.17, 49.36</td>
</tr>
<tr>
<td>2</td>
<td>80.07, 102.28</td>
<td>5.09, 9.03</td>
<td>43.01, 59.96</td>
</tr>
<tr>
<td>3</td>
<td>77.24, 94.35</td>
<td>5.28, 9.28</td>
<td>37.10, 58.11</td>
</tr>
<tr>
<td>4</td>
<td>77.12, 98.17</td>
<td>4.51, 8.53</td>
<td>38.53, 53.68</td>
</tr>
<tr>
<td>5</td>
<td>78.56, 98.39</td>
<td>4.88, 8.54</td>
<td>36.75, 52.49</td>
</tr>
<tr>
<td>6</td>
<td>75.24, 94.50</td>
<td>5.02, 8.76</td>
<td>35.23, 50.78</td>
</tr>
<tr>
<td>7</td>
<td>81.25, 103.96</td>
<td>4.33, 8.27</td>
<td>35.96, 51.29</td>
</tr>
<tr>
<td>8</td>
<td>75.57, 94.81</td>
<td>5.19, 8.91</td>
<td>38.94, 54.21</td>
</tr>
<tr>
<td>9</td>
<td>82.96, 105.19</td>
<td>4.29, 7.96</td>
<td>37.15, 53.10</td>
</tr>
<tr>
<td>10</td>
<td>78.13, 100.67</td>
<td>5.08, 8.93</td>
<td>39.21, 54.98</td>
</tr>
<tr>
<td>11</td>
<td>74.85, 102.50</td>
<td>4.47, 7.86</td>
<td>37.58, 53.92</td>
</tr>
<tr>
<td>12</td>
<td>82.37, 101.14</td>
<td>5.68, 9.02</td>
<td>40.28, 55.97</td>
</tr>
<tr>
<td>13</td>
<td>78.52, 98.36</td>
<td>5.17, 8.59</td>
<td>38.71, 56.42</td>
</tr>
<tr>
<td>14</td>
<td>76.39, 94.96</td>
<td>4.37, 8.13</td>
<td>36.52, 51.37</td>
</tr>
<tr>
<td>15</td>
<td>80.57, 100.02</td>
<td>4.93, 8.54</td>
<td>39.52, 56.36</td>
</tr>
<tr>
<td>16</td>
<td>73.58, 90.36</td>
<td>4.58, 8.06</td>
<td>36.90, 58.32</td>
</tr>
<tr>
<td>17</td>
<td>75.48, 99.42</td>
<td>4.63, 8.26</td>
<td>39.01, 58.23</td>
</tr>
<tr>
<td>18</td>
<td>78.32, 96.89</td>
<td>5.35, 9.18</td>
<td>37.25, 52.19</td>
</tr>
<tr>
<td>19</td>
<td>79.62, 97.82</td>
<td>5.26, 9.05</td>
<td>38.29, 56.28</td>
</tr>
<tr>
<td>20</td>
<td>80.34, 98.89</td>
<td>5.15, 8.96</td>
<td>39.32, 57.15</td>
</tr>
<tr>
<td>21</td>
<td>79.25, 98.17</td>
<td>5.08, 9.36</td>
<td>40.25, 59.68</td>
</tr>
<tr>
<td>22</td>
<td>80.16, 99.78</td>
<td>5.19, 9.28</td>
<td>41.01, 57.58</td>
</tr>
<tr>
<td>23</td>
<td>77.45, 97.82</td>
<td>4.92, 8.75</td>
<td>38.29, 53.85</td>
</tr>
<tr>
<td>24</td>
<td>78.62, 96.85</td>
<td>5.07, 8.07</td>
<td>40.18, 55.58</td>
</tr>
<tr>
<td>25</td>
<td>76.18, 94.28</td>
<td>4.75, 9.11</td>
<td>36.89, 49.98</td>
</tr>
<tr>
<td>26</td>
<td>77.13, 93.26</td>
<td>5.12, 8.28</td>
<td>39.35, 51.04</td>
</tr>
<tr>
<td>27</td>
<td>75.18, 98.25</td>
<td>4.78, 8.68</td>
<td>37.19, 50.47</td>
</tr>
<tr>
<td>28</td>
<td>74.38, 96.27</td>
<td>4.85, 9.01</td>
<td>38.29, 56.31</td>
</tr>
<tr>
<td>29</td>
<td>78.34, 93.28</td>
<td>4.93, 9.12</td>
<td>39.93, 55.07</td>
</tr>
<tr>
<td>30</td>
<td>80.93, 100.98</td>
<td>5.08, 8.21</td>
<td>36.82, 53.39</td>
</tr>
<tr>
<td>31</td>
<td>74.36, 93.32</td>
<td>4.66, 8.47</td>
<td>37.42, 52.11</td>
</tr>
<tr>
<td>32</td>
<td>79.15, 101.25</td>
<td>5.42, 8.16</td>
<td>41.19, 53.61</td>
</tr>
<tr>
<td>33</td>
<td>78.96, 100.41</td>
<td>5.06, 9.08</td>
<td>40.12, 54.98</td>
</tr>
<tr>
<td>34</td>
<td>80.13, 103.98</td>
<td>5.18, 8.91</td>
<td>39.16, 56.78</td>
</tr>
<tr>
<td>35</td>
<td>75.16, 102.15</td>
<td>4.93, 9.12</td>
<td>37.82, 51.12</td>
</tr>
<tr>
<td>36</td>
<td>77.79, 99.58</td>
<td>4.98, 9.03</td>
<td>40.23, 55.19</td>
</tr>
<tr>
<td>37</td>
<td>78.91, 102.25</td>
<td>5.08, 9.31</td>
<td>41.98, 59.71</td>
</tr>
<tr>
<td>38</td>
<td>76.82, 100.98</td>
<td>5.33, 9.28</td>
<td>40.02, 58.46</td>
</tr>
<tr>
<td>39</td>
<td>81.24, 104.78</td>
<td>4.83, 9.09</td>
<td>39.85, 58.92</td>
</tr>
<tr>
<td>40</td>
<td>80.03, 102.64</td>
<td>4.71, 9.17</td>
<td>42.16, 57.21</td>
</tr>
<tr>
<td>41</td>
<td>79.13, 101.18</td>
<td>5.19, 9.03</td>
<td>37.36, 59.18</td>
</tr>
<tr>
<td>42</td>
<td>79.82, 103.87</td>
<td>5.27, 9.27</td>
<td>38.89, 56.71</td>
</tr>
<tr>
<td>43</td>
<td>77.46, 100.13</td>
<td>4.99, 8.89</td>
<td>42.75, 58.76</td>
</tr>
<tr>
<td>44</td>
<td>81.06, 101.98</td>
<td>4.92, 8.93</td>
<td>37.74, 59.99</td>
</tr>
<tr>
<td>45</td>
<td>75.21, 93.51</td>
<td>4.58, 8.32</td>
<td>37.83, 52.62</td>
</tr>
<tr>
<td>46</td>
<td>79.83, 98.56</td>
<td>5.17, 9.08</td>
<td>41.39, 60.04</td>
</tr>
<tr>
<td>47</td>
<td>79.01, 97.15</td>
<td>4.79, 9.00</td>
<td>40.15, 58.27</td>
</tr>
<tr>
<td>48</td>
<td>77.96, 98.18</td>
<td>5.29, 8.97</td>
<td>39.85, 57.65</td>
</tr>
<tr>
<td>49</td>
<td>76.82, 99.47</td>
<td>5.31, 9.16</td>
<td>42.07, 59.42</td>
</tr>
<tr>
<td>50</td>
<td>78.91, 102.46</td>
<td>4.98, 9.12</td>
<td>38.65, 59.16</td>
</tr>
</tbody>
</table>

Table 8: Detailed results after 100 generations.

Table 9: Detailed results of $\mathbf{g}_u$, $\mathbf{g}_u^N$, and $\mathbf{R}_u$. In a fair way, the same parameters are set in all three algorithms: The initial population is set at 50. The crossover probability is 0.9, and the mutation probability is 0.1. In order to measure the algorithmic performance, the hypervolume index, the distribution degree, and the imprecision index [46] are calculated. The hypervolume index is calculated as
\[ H(N_d) = \lambda \left( \bigcup_{f(x) \in N_d} \{ x \mid f(x_{\text{ref}}) \succ y \succ f(x) \} \right), \quad (52) \]

where \( N_d \) is a standard nondominated set, \( x_{\text{ref}} \) represents the reference point, \( \lambda(\cdot) \) is the Lebesgue measurement, and \( \succ \) represents the Pareto dominant relationship. The hypervolume index can not only reflect the degree of approximation of the Pareto front and the real Pareto front but also characterize the distribution of the Pareto front. The larger the hypervolume index is, the closer the front of the method is to the Pareto front and also the better the distribution of the front points. However, the distribution of the front points cannot be ideally quantified by the hypervolume index, so the distribution degree is calculated to measure the distribution of the algorithm precisely:

\[ D(X) = -\sqrt{\frac{\sum_{j=1}^{N} (d^*(X) - d(x_j))^2}{(N-1)}}, \quad (53) \]

where \( x_j \in X \) and \( d(x_j) = \min \sum_{i=1}^{m} |f_i(x_j) - f_i(x_k)|, \quad j = 1, 2, \ldots, N \) represents the crowding distance of \( x_j \) in target space. \( d^*(X) = 1/N \sum_{j=1}^{N} d(x_j) \) is the average crowding distance of \( X \). The smaller the distribution degree is, the more uniform the distribution of the optimization front is. The imprecision index is calculated as a quantity of the amount of uncertainty in the algorithm population. This might be measured as the added volume of all solutions in the front:
\[ I(N_d) := \sum_{f(x) \in N_d} \left\{ x \mid f(x) < y < f(x) \right\}. \] (54)

These three quantities are recorded when the ILCD problem is solved using three algorithms (NSGA-II, IP-MOEA, and E-SPEA-II). The hypervolume index \( H(N_d) \) is shown in Figure 9: (a) With the increase of evolutionary generations, the performance of the Pareto optimal solution set obtained by the three methods is increasing. The Pareto front of the solution is getting closer to the real Pareto front synchronously. (b) For the same evolution generation, the \( H(N_d) \) of the algorithm used in this paper is larger than the \( H(N_d) \) of NSGA-II and IP-MOEA. The distribution degree \( D(X) \) is shown in Table 11: the \( D(X) \) of NSGA-II is 77.80\% of the algorithm used in this paper. The \( D(X) \) of IP-MOEA is 28.64\% of the algorithm used in this paper. The imprecision index \( I(N_d) \) is shown in Figure 10: (a) With the continuous change of the population, the \( I(N_d) \) of the three algorithms is sometimes large and sometimes small, which shows that although the performance of the Pareto optimal solution sets of the three algorithms is increasing, the uncertainty of these solutions is very unstable. (b) For the same evolution generation, the \( I(N_d) \) of the algorithm used in this paper is smaller than the one of IP-MOEA all the time and it is smaller than the one of NSGA-II most of the time.

In summary, the performance of the algorithm used in this paper is much better than the one of the two classic algorithms.

7. Conclusion

LCD is significant for enhancing the green quality at the beginning of life cycle for IMM. Nevertheless, the product structure design and the product manufacturing process design are separated in the existing LCD method. It is thoughtless to consider the carbon emissions of one part. The ILCD method is proposed to solve this problem. After the carbon emissions model is constructed, an optimization method is used to find the optimal scheme of IMM.

There is still room for further research in IMM LCD: (1) The carbon emissions during the IMM maintenance and disassembly are not considered in this paper, which are parts of life cycle for IMM as well. (2) As an important component of injection industry, injection mold is of no use after the certain injection molding production is manufactured. It is effective to reuse the injection mold for reducing the carbon emissions.

**Nomenclature**

- \( C_B \): Heat capacity of the material of extruder barrel, J/(kg·K)
- \( C_C \): Heat capacity of the polymer, J/(kg·K)
- \( C_S \): Heat capacity of the material of injection screw, J/(kg·K)
- \( C_W \): Heat capacity of the heating roll, J/(kg·K)
- \( d_B \): Inner diameter of the barrel, mm
- \( d_m \): Embryo ring thickness of the polymer, mm
- \( E_R \): Relative maximum of absolute error, %
- \( k_c \): Coefficient of the cooling performance
- \( k_m \): Thermal conductivity of the material, kW/(mm·K)
- \( L_{1HB} \): Length of the heating barrel, mm
- \( L_S \): Length of the extruder barrel, mm
- \( m_B \): Quality of the extruder barrel, kg
- \( m_S \): Quality of the injection screw, kg
- \( m_{inj} \): Injection mass, g
$N_s$: Number of heating segments

$N_l$: Protruding length of nozzle, mm

$n_t$: Screw-rated speed, r/min

$N_f$: Nozzle type

$p$: Plasticizing pressure, MPa

$\Delta p$: Pressure difference of the feed section of the screw, MPa

$p_{inj}$: Injection pressure, MPa

$q_{m}$: Displacement of the hydraulic motor, L/r

$R_c$: Correlation coefficient, %

$r_{ai}$: Length-to-diameter ratio of screw, mm

$t_B$: Heating time of the extruder barrel, s

$t_s$: Heating time of the injection screw, s

$v_{inj}$: Injection rate, g/s

$V_C$: Theoretical capacity, cm³

$\omega$: Polymer heat of fusion (zero for amorphous polymers), J/K kg

$\Delta T_{H1}$: Temperature difference between the inner and outer surface of embryo ring thickness of the polymer, K

$\Delta T_{H2}$: Temperature difference between the inner and outer surface of metering section of the extruder barrel, K

$\Delta T_S$: Temperature difference between the injection screw and the external environment, K

$t_{H1}$: Time-equivalent coefficient of the feed depth in rough machining, s/mm

$t_{H2}$: Time-equivalent coefficient of the feed depth in finish machining, s/mm

$t_{HB1}$: Time-equivalent coefficient of the length of the heating barrel in rough machining, s/mm

$t_{HB2}$: Time-equivalent coefficient of the length of the heating barrel in finish machining, s/mm

$t_{g1}$: Time-equivalent coefficient of the helix angle in finish machining, s/mm

$t_{g2}$: Time-equivalent coefficient of the helix angle in finish machining, s/mm

$\mu_1$: Effective viscosity of the polymer in the screw groove, Pa·s

$\mu_2$: Effective viscosity of the polymer in the gap, Pa·s.
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