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This paper is an extension of the random amplitude-based improved Hilbert spectral representation method (IHSRM) that the authors developed previously for the simulation of spatially correlated earthquake ground motions (SCEGMs) possessing the nonstationary characteristics of the natural earthquake record. In fact, depending on the fundamental types (random phase method and random amplitude method) and matrix decomposition methods (Cholesky decomposition, root decomposition, and eigendecomposition), the IHSRM possesses various types. To evaluate the influence of different types of this method on the statistic errors, i.e., bias errors and stochastic errors, an error assessment for this method was conducted. First, the random phase-based IHSRM was derived, and its reliability was proven by theoretical deduction. Unified formulas were given for random phase- and random amplitude-based IHSRMs, respectively. Then, the closed-form solutions of statistic errors of simulated seismic motions were derived. The validness of the proposed closed-form solutions was proven by comparing the closed-form solutions with estimated values. At last, the stochastic errors of covariance (i.e., variance and cross-covariance) for different types of IHSRMs were compared, and the results showed that (1) the proposed IHSRM is not ergodic; (2) the random amplitude-based IHSRMs possessed higher stochastic errors of covariance than the random phase-based IHSRMs; and (3) the value of the stochastic error of covariance for the random phase-based IHSRM is dependent on the matrix decomposition method, while that for the random amplitude-based one is not.

1. Introduction

The spectral representation method (SRM) proposed by Rice [1] and then extended by Shinozuka and Jan [2–4] is the most widely used method to simulate random processes due to its accuracy and being easy to application [5, 6]. However, the random processes simulated by SRM are not always ergodic; in other words, the temporal statistics estimated from one SRM-simulated sample may be different from the targets [7]. The differences are errors. Besides, to reduce the calculation time and cost involved in the time-history analysis of complex or extended structures, only few samples or a set of random processes (e.g., seismic ground motion) would be generated and used in practice. Because the generated realizations that are utilized as inputs in time domain analysis of structures have great influence on the results [8–12], the rational estimation of these errors is necessary.

The difference between the estimated statistics and the target can be evaluated by the bias and stochastic errors. Hu et al. [13] assessed the errors produced by both the Cholesky decomposition-based SRM and the eigendecomposition-based SRM and found that the latter one produced smaller stochastic errors. Gao et al. [14] compared the bias errors and the stochastic errors of the random process simulated by the random amplitude-based SRM with those by the random phase-based SRM. Gao et al. [7] systematically investigated the bias errors and stochastic errors of the random process.
simulated by the coherency matrix-based SRM and compared with the errors of the PSD matrix-based SRM. Hu et al. [15, 16] studied the statistical errors in the simulation of spatially varying seismic ground motions modeled by evolutionary Gaussian vector processes and simulated by the SRM. They indicated that the SRM implementation scheme involving both random amplitudes and phase angles would cause larger stochastic errors. Wu et al. [17] conducted the error assessment of multivariate random processes simulated by a conditional simulation method.

In accordance with the Hilbert spectral representation model proposed by Wen and Gu [18] and the Hilbert–Huang transform (HHT) [19], the authors had developed a random amplitude-based IHSRM [20] to simulate SCEGMs having natural nonstationary characteristics. To optimize and supplement the IHSRM aforementioned, the random phase-based IHSRM was developed in this paper. More importantly, a series of deduction around the random phase-based IHSRM was then conducted to verify the reliability of this method. Then, considering the fundamental liability of this method. Then, considering the fundamental phase-based IHSRM was then conducted to verify the reliability of this method. Hence, optimizing and supplementing the IHSRM aforementioned, the optimal form of IHSRM was found.

2. Theoretical Background

2.1. The Hilbert Spectral Representation Model. A time series can be decomposed into a few intrinsic mode functions (IMFs) using HHT. The extraction of IMFs from a time series entails a repeated “sifting” procedure called empirical mode decomposition (EMD) [19]. After EMD, the original time series \( X(t) \) can be expressed in terms of IMFs as follows:

\[
X(t) = \sum_{j=1}^{N} I_j(t) + r(t),
\]

where \( N \) is the number of the IMFs, \( I_j(t) \) denotes the \( j \)th IMF, and \( r(t) \) indicates the residual function. In general, \( r(t) \) is too small to be of any consequence, or it becomes a monotonic function from which no IMF can be extracted anymore. Performing the Hilbert transform on \( I_j(t) \) yields

\[
Q_j(t) = H[I_j(t)] = \frac{1}{\pi} P \int_{-\infty}^{\infty} \frac{I_j(\tau)}{t - \tau} d\tau,
\]

where \( P \) denotes the Cauchy principal value. An analytical function can be formulated as follows:

\[
Z_j(t) = I_j(t) + iQ_j(t) = a_j(t)e^{i\theta_j(t)},
\]

where time functions \( a_j(t) \) and \( \theta_j(t) \) are called instantaneous amplitude and instantaneous phase functions, respectively, and \( i^2 = -1 \). The instantaneous frequency of the \( j \)th IMF is given by

\[
\omega_j(t) = \frac{d\theta_j(t)}{dt}.
\]

\( a_j(t) \) and \( \omega_j(t) (j = 1, 2, \ldots, N) \) define the Hilbert amplitude spectrum, or simply Hilbert spectrum. Then, the original time series can be represented as follows:

\[
X(t) = \text{Re} \left\{ \sum_{j=1}^{N} a_j(t)e^{i\theta_j(t)} \right\} + r(t).
\]

Based on the above derivation, Wen and Gu [18] constructed the underlying random process model corresponding to an observational record by introducing a random element as follows:

\[
X(t) = \text{Re} \left\{ \sum_{j=1}^{N} a_j(t)e^{i[\theta_j(t)+\varphi_j]} \right\} + r(t),
\]

where \( \varphi_j \)'s are independent random phase angles that are uniformly distributed between 0 and \( 2\pi \). The mean and variance of the process are as follows:

\[
\mu_x(t) = \text{Re} \left\{ \sum_{j=1}^{N} a_j(t)e^{i\theta_j(t)} \mathbb{E}[e^{i\varphi_j}] \right\} + r(t) = r(t),
\]

\[
\sigma_x^2(t) = \mathbb{E}\left[ (X(t) - \mu_x(t))^2 \right] = \frac{1}{2} \sum_{j=1}^{N} a_j^2(t).
\]

Then, the mean and variance of each component of \( X(t) \) can be expressed as

\[
\mu_{x,j}(t) = \text{Re}\{a_j(t)e^{i\theta_j(t)} \mathbb{E}[e^{i\varphi_j}]\} = 0, \quad j = 1, 2, \ldots, N,
\]

\[
\sigma_{x,j}^2(t) = \mathbb{E}\left[ (X_j(t) - \mu_{x,j}(t))^2 \right] = \frac{1}{2} a_j^2(t).
\]

The Hilbert spectrum of each simulated sample is the same as that of the record; in other words, the ground motion simulated by using this method is ergodic in the sense of Hilbert spectrum. Thus, the ensemble average of the simulated Hilbert spectra is also identical with the target.

2.2. Random Amplitude-Based Improved Hilbert Spectral Representation Method. Based on the IMFs obtained from the underlying random process corresponding to a real earthquake record, SCEGMs possessing natural nonstationary characteristics can be simulated by means of a prescribed spatial correlation model [20]. The simulation procedure of the IHSRM is shown in Figure 1, where the N-S
A classical spatial correlation model was used in which the spatial correlation structure was simplified due to the relatively lower number of IMFs (or “frequency intervals”).

\[
\begin{align*}
\mathbf{x}(t) &= \sum_{k=1}^{m} \sum_{j=1}^{N} \sigma_j(t)D_{km,j}[A_{kj}\cos(\theta_j(t) + \Phi_{km,j})]
\quad + B_{kj}\sin(\theta_j(t) + \Phi_{km,j})] + r(t),
\end{align*}
\]

where \(\sigma_j(t)\) is the ensemble variance of the \(j\)th IMF of the underlying random process, \(D_{km,j}\) is an element of the decomposed spatial covariance matrix, \(\eta_{km}\) denotes the separation distance vector, and \(V\) is the apparent wave velocity in the medium; \(A_{kj}\) and \(B_{kj}\) denote independent and normally distributed zero-mean numbers with unit variance, obeying the following orthogonal relationships \([21]\):

\[
\begin{align*}
E(A_{kj}A_{k'j'}) &= \delta_{kk'}\delta_{jj'}, \\
E(B_{kj}B_{k'j'}) &= \delta_{kk'}\delta_{jj'}, \\
E(A_{kj}B_{k'j'}) &= 0,
\end{align*}
\]

where \(\delta_{kk'}\) is the Kronecker delta function. The ensemble averages of mean and variance of seismic motions simulated by the random amplitude-based IHSRM had been proved to be equal to the targets which were derived using equations (7)–(10); the ensemble averaged Hilbert spectra of generated motions are also identical with the target (detailed derivation processes can be found in \([20]\)).

In the present procedure, the frequency dependence of the spatial correlation function is simplified so that only the correlation at the predominant frequency of each IMF is taken into consideration. Thus, the number of frequency intervals is extremely lower than that in the classical SRM. The double summation and matrix decomposition in the proposed formula are quite simplified.

---

**Figure 1:** Simulation procedure of the IHSRM.
In addition, the decomposition of a real correlation coefficient matrix is relatively faster. Therefore, the proposed method facilitates the generation of ground motions with higher efficiency.

3. Random Phase-Based Improved Hilbert Spectral Representation Method

The simulated and target IMFs of the same order are assumed to have the same standard variance \( \sigma \) and instantaneous frequency, which is a reasonable approach when the focus of an earthquake is located at a large distance from the site compared with the site dimension [22]. To facilitate the derivation, the predictable wave propagation effect is assumed to have been removed temporally and that the spatial correlation structures are known a priori [20]. The covariance matrix \( \mathbf{COV} \) can be expressed in terms of variance \( \sigma^2 \) and the spatial correlation coefficient matrix \( \mathbf{C} \) as given by

\[
\mathbf{COV} = \sigma^2 \mathbf{C} = \sigma^2 \begin{bmatrix}
1 & C_{12} & \cdots & C_{1L} \\
C_{12} & 1 & \cdots & C_{2L} \\
\vdots & \vdots & \ddots & \vdots \\
C_{1L} & C_{2L} & \cdots & 1
\end{bmatrix}_{(L \times L)},
\]

(13)

where \( C_{mn} \) is usually symmetric and positive defined; \( \mathbf{C} \) is assumed to have been removed temporally and that the spatial correlation structures are known a priori [20]. The covariance matrix \( \mathbf{COV} \) can be expressed in terms of variance \( \sigma^2 \) and the spatial correlation coefficient matrix \( \mathbf{C} \) as given by

\[
\text{Cov}[x_{m,j}(t), x_{n,j}(t)] = E \left[ \sum_{k=1}^{L} \text{Re}\left\{ A_{km,j}(t) e^{i\theta_{k,j} + \phi_{k,j}} \right\} \sum_{p=1}^{L} \text{Re}\left\{ A_{pm,j}(t) e^{i\theta_{p,j} + \phi_{p,j}} \right\} \right].
\]

(16)

When \( k \neq p \), the cross-covariance vanishes because \( \phi_{k,j} \) and \( \phi_{p,j} \) are statistically independent in such cases. Therefore,

\[
\text{Cov}[x_{m,j}(t), x_{n,j}(t)] = E \left\{ \sum_{k=1}^{L} \text{Re}\left\{ A_{km,j}(t) e^{i\theta_{k,j} + \phi_{k,j}} \right\} \text{Re}\left\{ A_{kn,j}(t) e^{i\theta_{n,j} + \phi_{n,j}} \right\} \right\}
\]

(17)

\[
= \sum_{k=1}^{L} \frac{1}{2} A_{km,j}(t) A_{kn,j}(t) E\left[ \cos(2\theta_{j}(t) + 2\phi_{k,j}) + \cos(0) \right]
\]

\[
= \sum_{k=1}^{L} \frac{1}{2} A_{km,j}(t) A_{kn,j}(t).
\]

In accordance with equations (10) and (13), the preceding cross-covariance at the \( j \)th order can also be expressed in terms of the spatial correlation coefficients in the following form:

\[
\text{Cov}[x_{m,j}(t), x_{n,j}(t)] = \sigma_j^2(t) C_{mn,j},
\]

(18)

where \( \sigma_j^2(t) \) denotes the ensemble variance of the \( j \)th target IMF and \( C_{mn,j} \) represents the spatial correlation coefficient between the \( m \)th and \( n \)th motions that corresponds to the predominant frequency of the \( j \)th target IMF, \( \omega_j \).

Matrix \( \mathbf{C}_j \) is usually symmetric and positive defined; therefore, it can usually be decomposed into the multiplication of two identical and symmetric matrices by utilizing the root decomposition process proposed by Wu et al. [23–25], which is described as follows:
\( \sigma^2_j (t) C_j = \sigma^2_j (t) D D^T, \)

(19)

\( \sigma^2_j (t) C_{mm,j} = \sigma^2_j (t) \sum_{k=1}^{L} D_{km,j} D_{kn,j}, \)

(20)

where \( T \) indicates the transpose of a matrix.

Then, the following formula can be obtained:

\[ \sum_{k=1}^{L} A_{km,j} (t) A_{kn,j} (t) = \sigma^2_j (t) C_{mm,j} = \sigma^2_j (t) \sum_{k=1}^{L} D_{km,j} D_{kn,j}. \]

(21)

Comparing the corresponding terms on both sides of equation (21) yields

\[ A_{km,j} (t) = \sqrt{2} \sigma^2_j (t) D_{km,j} = a_j (t) D_{km,j}. \]

(22)

Then, the SCEGMs that consider the wave propagation effect can be obtained as follows:

\[ x_m (t) = \sum_{k=1}^{L} \sum_{j=1}^{N} \sqrt{2} \sigma^2_j (t) D_{km,j} \cos \left[ \theta_j (t) + \Phi_{km,j} + \varphi_{k,j} \right] + r (t), \]

(23)

\[ \Phi_{km,j} = -\frac{\omega_j |\eta_{km}|}{V}. \]

(24)

To summarize the procedure as presented, the simulation of SCEGMs consists of the following steps: (i) \( A_{km,j} (t) \) is computed using equations (13)–(22) based on a spatial correlation model for “phase-aligned” ground motions; (ii) the SCEGM for each simulation station is obtained using equations (23) and (24) by considering the wave propagation effect and the summation of simulated IMFs and the original residual function.

To construct the spatial covariance matrix shown in equation (13), the isotropic frequency-dependent correlation coefficient model used by Vanmarcke et al. [26, 27] and Zerva and Shinozuka [28] to simulate “phase-aligned” earthquake ground motions can be adopted:

\[ C (\eta_{mn}) = \exp \left[ \frac{-\omega_j \eta_{mn}}{2 \pi V d} \right], \]

(25)

where \( d \) is the correlation distance, and \( d > 0 \). A large \( d \) value is expected to demonstrate high correlation between points of the random field. The covariance function for the \( j \)th components can be expressed as

\[ \text{COV}_{mn,j} = \sigma^2_j (t) C_j (\eta_{mn}) = \sigma^2_j (t) \exp \left[ \frac{-\omega_j |\eta_{mn}|}{2 \pi V d} \right]. \]

(26)

The ensemble averages of the mean and variance of \( x_m (t) \) and \( x_{mn,j} (t) \) are determined to be identical with those of the target underlying random process and the \( j \)th reference IMF, respectively (see Appendix A). The Hilbert spectra of the sample realizations of this model differ, but \( C_{mm,j} = 1 \) ensures that the ensemble average of the Hilbert spectra of the samples is the same as the target Hilbert spectrum, which is also proven in Appendix A. Note that since only the predominant frequencies of reference IMFs were considered, the IHSRM-simulated random processes are not periodic.

Taking the E-W component of the 2011 Niigata earthquake in Japan as the reference, a group of SCEGMs are simulated for three locations to demonstrate the reliability of the present method, in which \( d = 100 \), and the spacing distance is set to 100 m. The original record and the corresponding generated ground motions are shown in Figure 2. It can be found that the waveform of the simulated motions is significantly close to the target motion. The acceleration response spectra of the original record and simulated motions are compared in Figure 3, and good match can be observed. In addition, the ensemble average correlation coefficients between simulated ground motions derived from 2,000 simulations are compared with the corresponding target values as shown in Figure 4. The simulation values of correlation coefficients are approximately identical with the targets, which verifies the validity of the proposed method.

4. Error Assessment

The decomposition of the spatial correlation coefficient matrix involved in the IHSRM can usually be carried out by Cholesky decomposition, root decomposition, or eigendecomposition. Thus, different combinations of the simulation formulas with the decomposition methods yield a distinction between these six types of IHSRMs: random phase formula and Cholesky decomposition-based IHSRM (RP-CHIHSRM); random phase formula and root decomposition-based IHSRM (RP-RIHSRM); random phase formula and eigendecomposition-based IHSRM (RP-EIHSRM); random amplitude formula and Cholesky decomposition-based IHSRM (RA-CHIHSRM); random amplitude formula and root decomposition-based IHSRM (RA-RIHSRM); and random amplitude formula and eigendecomposition-based IHSRM (RA-EIHSRM). Despite the difference among the three different decomposition methods, the formulas for these IHSRMs can be unified as follows.

For RP-IHSRM,

\[ x_n (t) = \sum_{k=1}^{L} \sum_{j=1}^{N} A_{kj} (t) D_{km,j} \cos \left[ \theta_j (t) + \Phi_{km,j} + \varphi_{k,j} \right] + r (t). \]

(27)

For RA-IHSRM,

\[ x_n (t) = \sum_{k=1}^{L} \sum_{j=1}^{N} \sigma_j (t) D_{km,j} \left\{ A_{kj} \cos \left[ \theta_j (t) + \Phi_{km,j} \right] + B_{kj} \sin \left[ \theta_j (t) + \Phi_{km,j} \right] \right\} + r (t). \]

(28)

When different decomposition methods are employed, only \( D_{km,j} \)'s are different.

In this section, the N-S component of the 1995 Kobe earthquake in Japan was selected as the reference motion, and SCEGMs will be generated for three locations spaced at 100 m intervals (0, 100, and 200 m) along the direction of
Figure 2: Comparison of acceleration-time histories of simulated ground motions with the original record.

Figure 3: The acceleration response spectra of simulated ground motions and the original record.

Figure 4: Continued.
4.1. Definition of Errors. The bias error $b(\cdot)$ and the stochastic error $\sigma(\cdot)$ [29] were adopted to proceed with the error assessment which are shown as follows:

\[
\begin{align*}
    b(\vartheta^T) &= E(\vartheta^T) - \vartheta^0, \\
    \sigma(\vartheta^T) &= \sqrt{E[(\vartheta^T)^2] - E^2(\vartheta^T)} = \sqrt{E\left[\vartheta^T - E(\vartheta^T)\right]^2},
\end{align*}
\]

where $\vartheta$ denotes one type of the temporal statistic of the simulated process and superscript $T$ represents that the temporal statistic is obtained by estimating over the entire time duration; superscript 0 is the target value. The bias error can measure the degree that the ensemble average of the temporal estimation deviates from the corresponding target. By contrast, the stochastic error can measure the degree that the temporal estimation fluctuates around its ensemble average.

4.2. Bias Error and Stochastic Error of the Mean. Note that the ensemble average of mean, variance, and Hilbert spectra of seismic motions simulated by the RA-IHSRM had been proved to be equal to the target [20]. Appendix A has proved that the ensemble average of mean of $x_m(t)$ for the random phase method equates to the target. Therefore, the bias errors of mean of the component $x_m(t)$ are zero for these six types of formulas. For the random phase formulas, the stochastic error of mean of $x_m(t)$ can be expressed as
\[ \sigma_m^2(t) = \sqrt{E[\mu_m(t)]^2 - E^2[\mu_m(t)]} \]

\[
= E \left\{ \left( \sum_{k=1}^{L} \sum_{j=1}^{N} a_{j1}(t) \cos[\theta_{j1}(t) + \varphi_{k1,j1}] + r(t) \right) \cdot \left( \sum_{k=2}^{L} \sum_{j=1}^{N} a_{j2}(t) \cos[\theta_{j2}(t) + \varphi_{k2,j2}] + r(t) \right) \right\} - [r(t)]^2
\]

\[
= \sum_{k=1}^{L} \sum_{j=1}^{N} \frac{1}{2} a_{j1}^2(t) \sigma_{m,k}^2
\]

\[
= \sum_{j=1}^{N} \frac{1}{2} a_{j1}^2(t).
\]

(31)

For the random amplitude formulas, the stochastic error of mean of \( x_m(t) \) can be expressed as

\[ \sigma_m(t) = \sqrt{E[\mu_m(t)]^2 - E^2[\mu_m(t)]} \]

\[
= E \left\{ \left( \sum_{k=1}^{L} \sum_{j=1}^{N} \sigma_j(t) D_{k,m,j} \left[ A_{k1,j} \cos[\theta_{k,j}] + B_{k1,j} \sin[\theta_{k,j}] \right] + r(t) \right) \cdot \left( \sum_{k=2}^{L} \sum_{j=1}^{N} \sigma_j(t) D_{k,m,j} \left[ A_{k2,j} \cos[\theta_{k,j}] + B_{k2,j} \sin[\theta_{k,j}] \right] + r(t) \right) \right\} - [r(t)]^2
\]

\[
= \sum_{k=1}^{L} \sum_{j=1}^{N} \frac{1}{2} \sigma_j^2(t) \sigma_{m,k}^2
\]

\[
= \sum_{j=1}^{N} \frac{1}{2} \sigma_j^2(t).
\]

(32)

From the stochastic errors presented above, it can be concluded that the IHSRM is not ergodic in terms of temporal mean.

4.3. Bias Error and Stochastic Error of the Variance. According to Appendix A and [20], the bias errors of variance of the component \( x_m(t) \) simulated by random phase- and random amplitude-based IHSRMs are also zero.

For random phase formulas, the raw estimate of variance of \( x_m(t) \) is

\[
\tilde{\sigma}_m^2(t) = \left\{ \sum_{k=1}^{L} \sum_{j=1}^{N} a_{j1}(t) \cos[\theta_{j1}(t) + \varphi_{k1,j1}] \right\} \cdot \left\{ \sum_{k=2}^{L} \sum_{j=1}^{N} a_{j2}(t) \cos[\theta_{j2}(t) + \varphi_{k2,j2}] \right\}.
\]

(33)
Then, for random phase formulas, the stochastic error of variance of $x_m(t)$ can be derived as follows:

$$
\sigma^2[\tilde{\sigma}_m^2(t)] = \frac{1}{L} \left\{ \sum_{k=1}^{L} \sum_{j=i=1}^{N} \sigma_j(t) D_{k1m,j} \cos[\theta_{j1}(t) + \varphi_{ki,j1}] + \sum_{k=1}^{L} \sum_{j=1}^{N} a_{j2}(t) D_{k2m,j} \cos[\theta_{j2}(t) + \varphi_{k2,j2}] \right\}^2 - \frac{1}{L} \left\{ \sum_{j=1}^{N} \frac{1}{2} \sigma_j(t)^2 \right\}^{1/2}
$$

(34)

For random amplitude formulas, the stochastic error of variance of $x_m(t)$ can be derived as follows:

$$
\sigma^2[\tilde{\sigma}_m^2(t)] = \frac{1}{L} \left\{ \sum_{k=1}^{L} \sum_{j=1}^{N} \sigma_j(t) D_{k1m,j} \left[ A_{k1,j} \cos(\theta_{j1}(t)) + B_{k1,j} \sin(\theta_{j1}(t)) \right] + r(t) \right\}^2 - \frac{1}{L} \left\{ \sum_{j=1}^{N} \frac{1}{2} \sigma_j(t)^2 \right\}^{1/2}
$$

(35)

The specific derivation process is shown in Appendix B.


Taking equations (8) and (10) and the property of cross-covariance into account, the target cross-covariance between $x_m(t)$ and $x_n(t)$ can be expressed as

$$
\text{COV}_{mn}(t) = \sum_{j=1}^{N} \text{COV}_{mn}(t) = \sum_{j=1}^{N} \frac{1}{2} \sigma_j(t)^2 C_{mn,j} \cdot
$$

(36)

For random phase- and random amplitude-based IHSRMs, the raw estimates of cross-covariance between $x_m(t)$ and $x_n(t)$ ($m, n = 1, 2, 3$) are

$$
\text{CÔV}_{mn}(t) = \left\{ \sum_{k=1}^{L} \sum_{j=1}^{N} a_{j1}(t) D_{k1m,j1} \cos[\theta_{j1}(t) + \varphi_{k1,j1}] \right\} \cdot \left\{ \sum_{k=1}^{L} \sum_{j=1}^{N} a_{j2}(t) D_{k2n,j2} \cos[\theta_{j2}(t) + \varphi_{k2,j2}] \right\},
$$

$$
\text{CÔV}_{mn}(t) = \left\{ \sum_{k=1}^{L} \sum_{j=1}^{N} \sigma_j(t) D_{k1m,j1} \left[ A_{k1,j} \cos(\theta_{j1}(t)) + B_{k1,j} \sin(\theta_{j1}(t)) \right] \right\} \cdot \left\{ \sum_{k=1}^{L} \sum_{j=1}^{N} \sigma_j(t) D_{k2n,j2} \left[ A_{k2,j} \cos(\theta_{j2}(t)) \right] + B_{k2,j} \sin(\theta_{j2}(t)) \right\},
$$

(37)
Performing mathematical expectation on \( \text{Cov}_{mn}(t) \)'s yields

\[
E[\text{Cov}_{mn}(t)] = E \left\{ \sum_{k=1}^{L} \sum_{j=1}^{N} \sqrt{2 \sigma_j^2(t)} D_{km,j} \cos[\theta_j(t) + \varphi_{k,j}] \right\} \cdot \left\{ \sum_{p=1}^{L} \sum_{q=1}^{N} \sqrt{2 \sigma_q^2(t)} D_{pn,q} \cos[\theta_q(t) + \varphi_{p,q}] \right\}
\]

\[
= \sum_{j=1}^{N} \frac{1}{2} \sigma_j^2(t) C_{mn,j},
\]

(38)

Thus, the bias errors of cross-covariance for both random phase- and random amplitude-based HSRSRs can be expressed as

\[
b[\text{Cov}_{mn}(t)] = E[\text{Cov}_{mn}(t)] - \text{Cov}_{mn}^d(t) = 0.
\]

(40)

The stochastic errors of cross-covariance for random phase and random amplitude formulas can be derived as follows (see Appendix C for a detailed proof):

\[
\sigma[\text{Cov}_{mn}(t)] = \sqrt{E \left\{ \left( \sum_{k=1}^{L} \sum_{j=1}^{N} \sigma_j(t) D_{km,j} \cos[\theta_j(t) + \varphi_{k,j}] \right) \cdot \left( \sum_{p=1}^{L} \sum_{q=1}^{N} \sigma_q(t) D_{pn,q} \cos[\theta_q(t) + \varphi_{p,q}] \right) \right\}^2} - \sum_{j=1}^{N} \frac{1}{2} \sigma_j^2(t) C_{mn,j}
\]

\[
= \sum_{k=1}^{L} \sum_{j=1}^{N} \frac{1}{4} \sigma_j^4(t) D_{km,j}^2 \sigma_{p,n}^2 D_{pn,q}^2 + 2 \sum_{k=1}^{L} \sum_{j=1}^{N} \frac{1}{4} \sigma_j^2(t) \sigma_q^2(t) D_{km,j} D_{kn,n} D_{p,m,q} D_{p,n,q} + \sum_{k=1}^{L} \sum_{p=1}^{L} \sum_{q=1}^{N} \frac{1}{4} \sigma_j^2(t) \sigma_q^2(t) D_{km,j}^2 D_{kn,n}^2 D_{p,m,q} D_{p,n,q}
\]

\[
\sigma[\text{Cov}_{mn}(t)] = \sqrt{E \left\{ \left( \sum_{k=1}^{L} \sum_{j=1}^{N} \sigma_j(t) D_{km,j} \cos[\theta_j(t) + \varphi_{k,j}] \right) \cdot \left( \sum_{p=1}^{L} \sum_{q=1}^{N} \sigma_q(t) D_{pn,q} \cos[\theta_q(t) + \varphi_{p,q}] \right) \right\}^2} - \sum_{j=1}^{N} \frac{1}{2} \sigma_j^2(t) C_{mn,j}
\]

\[
= \sum_{k=1}^{L} \sum_{j=1}^{N} \frac{1}{4} \sigma_j^4(t) D_{km,j}^2 \sigma_{p,n}^2 D_{pn,q}^2 + 2 \sum_{k=1}^{L} \sum_{j=1}^{N} \frac{1}{4} \sigma_j^2(t) \sigma_q^2(t) D_{km,j} D_{kn,n} D_{p,m,q} D_{p,n,q}
\]

\[
+ \sum_{k=1}^{L} \sum_{j=1}^{N} \sum_{q=1}^{N} \frac{1}{4} \sigma_j^2(t) \sigma_q^2(t) D_{km,j}^2 D_{pn,q}^2 - \sum_{j=1}^{N} \frac{1}{2} \sigma_j^2(t) C_{mn,j}
\]

(42)
Figure 5: Comparison between the closed-form and estimated stochastic errors of temporal mean among the six types of methods: (a) RP-CIHSRM; (b) RP-RIHSRM; and (c) RP-EIHSRM; (d) RA-CIHSRM; (e) RA-RIHSRM; and (f) RA-EIHSRM.

Figure 6: Continued.
Figure 6: Comparison between the closed-form and estimated stochastic errors of temporal variance: (a) RP-CIHSRM; (b) RP-RIHSRM; (c) RP-EIHSRM.

Figure 7: Comparison between the closed-form and estimated stochastic errors of temporal cross-covariance: (a) RP-CIHSRM; (b) RP-RIHSRM; (c) RP-EIHSRM.
Figure 8: Comparison between the closed-form and estimated stochastic errors of temporal variance: (a) RA-CIHSRM; (b) RA-RIHSRM; (c) RA-EIHSRM.

Figure 9: Continued.
Figure 9: Comparison between the closed-form and estimated stochastic errors of temporal cross-covariance: (a) RA-CIHSRM; (b) RA-RIHSRM; (c) RA-EIHSRM.

Figure 10: Continued.
4.5. Verification and Discussion. To verify the closed-form stochastic errors of the temporal mean, variance, and cross-covariance, 2,000 sample processes were simulated for each of these six types of IHSRMs aforementioned. The estimated stochastic errors of mean for the six types of IHSRMs are compared with the corresponding closed-form ones in Figure 5. The estimated stochastic errors of variance and cross-covariance in comparison with the corresponding closed-form ones for RP-IHSRMs are shown in Figures 6 and 7, respectively. For RA-IHSRMs, the comparison between the estimated and closed-form stochastic errors of variance and cross-covariance is shown in Figures 8 and 9, respectively. In Figures 6–9, $R$ denotes the ratio between closed-form and estimated stochastic errors. It can be found that the estimated temporal errors for each decomposition method match the corresponding closed-form ones very well, which verifies the validness of the derived closed-form solutions. Simultaneously, for all the six types of IHSRMs, the closed-form and estimated stochastic errors of cross-covariance between points 1 and 3 are slightly lower than those between points 1 and 2 and those between points 2 and 3 due to the loss of spatial correlation.

Figure 10 shows the comparison of the closed-form stochastic errors of temporal covariance among the six types of methods: (a) Var11; (b) Var22; and (c) Var33; (d) Cov12; (e) Cov13; and (f) Cov23.

Figure 11: Comparison of the closed-form stochastic errors of temporal covariance among the six types of methods.

Figure 11: Sum of the stochastic errors of variance for different methods.
the stochastic errors of covariance for the six types of IHSRMs. As can be seen, the sum values of the variance stochastic errors for RP-IHSRMs are approximately the same. However, taking only the RP-IHSRMs into consideration, the sum value of the stochastic error of cross-covariance for the RP-RIHSRM is the largest, while that for the RP-EIHSRM is the lowest, despite that the differences are slight.

5. Conclusion

A random phase-based IHSRM is proposed to facilitate the simulation of SCEGMs possessing the nonstationary characteristics of the natural record, and a series of deduction and one numerical example are used to verify the validness of the proposed method. Besides, this paper presents an error assessment for the IHSRM. The closed-form solutions of predefined statistic errors were derived for the temporal mean, variance, and cross-covariance of the process simulated by six types of IHSRMs. The validness of the derived closed-form statistic errors was proven by a set of comparisons. The error analyses showed that the proposed method is not ergodic. The stochastic errors of temporal covariance produced by RP-IHSRMs are dependent on the matrix decomposition method, while those produced by the RA-IHSRMs are not. The RA-IHSRMs possess higher stochastic errors of temporal covariance than the RP-IHSRMs. Among RP-IHSRMs, the RP-EIHSRM exhibits the smallest stochastic error, while the RP-RIHSRM possesses the largest, but the difference is slight.

Appendix

A. Relation between the Ensemble Averages of the Mean, Variance, and Hilbert Spectrum of the Generated Ground Motions and Those of the Target

The ensemble averages of the mean and variance of $x_m(t)$ and $x_{m,j}(t)$ can be calculated using

$$
\mu_m(t) = E[x_m(t)] = E \left\{ \text{Re} \left( \sum_{k=1}^{L} \sum_{j=1}^{N} A_{km,j}(t)e^{i(\theta_j(t)+\Phi_{km,j}+\varphi_{kj})} \right) \right\} + r(t) = r(t), 
$$

(A.1)

$$
\sigma^2_m(t) = E \left\{ [x_m(t) - r(t)]^2 \right\} = E \left\{ \sum_{k=1}^{L} \sum_{j=1}^{N} A^2_{km,j}(t) \cos^2[\theta_j(t)+\Phi_{km,j}+\varphi_{kj}] \right\} = \frac{1}{2} \sum_{k=1}^{L} \sum_{j=1}^{N} A^2_{km,j}(t) = \frac{1}{2} \sum_{k=1}^{L} \sum_{j=1}^{N} \sigma^2_j(t)D^2_{km,j} = \frac{1}{2} \sum_{j=1}^{N} \alpha^2_j(t),
$$

(A.2)

$$
\mu_{m,j}(t) = E[x_{m,j}(t)] = \text{Re} \left\{ \sum_{k=1}^{L} A_{km,j}(t)e^{i(\theta_j(t)+\Phi_{km,j})} E[e^{i\varphi_{kj}}] \right\} = 0,
$$

(A.3)
\[ \sigma^2_{m,j}(t) = \text{Var}[x_{m,j}(t)] \]

\[ = \sum_{k=1}^{L} A^2_{km,j}(t) \cos^2[\theta_j(t) + \Phi_{km,j} + \phi_{k,j}] \]

\[ = \frac{1}{2} \sum_{k=1}^{L} A^2_{km,j}(t) \sigma_j^2(t) \sum_{k=1}^{L} D^2_{km,j} = \sigma_j^2(t) C_{mm,j} = \frac{1}{2} \sigma_j^2(t). \tag{A.4} \]

Therefore, considering equations (7)–(10), the ensemble averages of the mean and variance of \( x_m(t) \) and \( x_{m,j}(t) \) are evidently identical with those of the target underlying random process and the \( j \)th reference IMF, respectively.

In the present study, the instantaneous frequency of \( x_{m,j}(t) \) is still clearly \( \omega_j \) despite the existence of \( \Phi_{km,j} \) and \( \phi_{k,j} \). Furthermore, the square of the amplitude of \( L_k A_{km,j}(t) e^{i[\theta_j(t) + \Phi_{km,j} + \phi_{k,j}]} \) can be expressed as

\[ \text{Amp}^2 = \left\{ \sum_{k=1}^{L} a_j(t) D_{km,j} \cos[\theta_j(t) + \Phi_{km,j} + \phi_{k,j}] \right\}^2 + \left\{ \sum_{k=1}^{L} a_j(t) D_{km,j} \sin[\theta_j(t) + \Phi_{km,j} + \phi_{k,j}] \right\}^2 \]

\[ = \sum_{k=1}^{L} a_j^2(t) D_{km,j}^2 + \sum_{p=1}^{L} \sum_{q=1}^{L} a_j^2(t) D_{pm,j} D_{qm,j} \cos[\Phi_{pm,j} + \phi_{p,j} - \Phi_{qm,j} - \phi_{q,j}] \]

\[ = a_j^2(t) C_{mm,j} + \sum_{p=1}^{L} \sum_{q=1}^{L} a_j^2(t) D_{pm,j} D_{qm,j} \cos[\Phi_{pm,j} + \phi_{p,j} - \Phi_{qm,j} - \phi_{q,j}] \tag{A.5} \]

\[ = a_j^2(t) + \sum_{p=1}^{L} \sum_{q=1}^{L} a_j^2(t) D_{pm,j} D_{qm,j} \cos[\Phi_{pm,j} + \phi_{p,j} - \Phi_{qm,j} - \phi_{q,j}] \]

Due to \( E(\cos[\phi_{p,j} - \phi_{q,j}]) = 0 \), the ensemble average of \( \text{Amp}^2 \) equates to

\[ E(\text{Amp}^2) = a_j^2(t) + \sum_{p=1}^{L} \sum_{q=1}^{L} a_j^2(t) D_{pm,j} D_{qm,j} E[\cos[\Phi_{pm,j} + \phi_{p,j} - \Phi_{qm,j} - \phi_{q,j}]] \tag{A.6} \]

\[ = a_j^2(t). \]

Then, the ensemble average of the amplitude of \( \left\{ \sum_{k=1}^{L} A_{km,j}(t) e^{i[\theta_j(t) + \Phi_{km,j} + \phi_{k,j}]} \right\} \) is \( a_j(t) \), which is equal to the amplitude of the analytical function of the \( j \)th target IMF. Therefore, the ensemble average of the Hilbert spectrum of \( x_m(t) \)
is identical with that of the target underlying random process and, consequently, equates to the Hilbert spectrum of the record.

\[
\sigma_m^2(t) = \frac{1}{L} \sum_{k=1}^{L} \sum_{j=1}^{N} a_{j1}(t)D_{k1,m,j1} \cos[\theta_{j1}(t) + \varphi_{k1,j1}] + \frac{1}{L} \sum_{k=2}^{L} \sum_{j=1}^{N} a_{j2}(t)D_{k2,m,j2} \cos[\theta_{j2}(t) + \varphi_{k2,j2}]
\]

is identical with that of the target underlying random process and, consequently, equates to the Hilbert spectrum of the record.

**B. Proof of Equations (34) and (35)**

For random phase formulas, the square of the raw estimation of variance of \(x_m(t)\) can be expressed as

\[
E[\sigma_m^2(t)] = \sum_{k=1}^{L} \sum_{j=1}^{N} \sigma_j^2(t)D_{km,j}^2 + \sum_{k=1}^{L} \sum_{j=1}^{N} \sigma_j^2(t)D_{km,j}^2
\]

If \(k1 = p1 = k2 = p2 = k\) and \(j1 = q1 = j2 = q2 = j\),

\[
E[\sigma_m^2(t)] = \sum_{k=1}^{L} \sum_{j=1}^{N} \sigma_j^2(t)D_{km,j}^2
\]

Therefore, synthesizing equations (30), (A.2), and (B.1)–(B.3) will yield equation (34). By using the same derivation process, the proof of equation (35) can be conducted by

\[
\sigma_m^2(t) = \frac{1}{L} \sum_{k=1}^{L} \sum_{j=1}^{N} a_{j1}(t)D_{k1,m,j1} \cos[\theta_{j1}(t) + \varphi_{k1,j1}] + \frac{1}{L} \sum_{k=2}^{L} \sum_{j=1}^{N} a_{j2}(t)D_{k2,m,j2} \cos[\theta_{j2}(t) + \varphi_{k2,j2}]
\]

If \(k1 = p1 = k2 = p2 = k\) and \(j1 = q1 = j2 = q2 = j\),

\[
E[\sigma_m^2(t)] = \sum_{k=1}^{L} \sum_{j=1}^{N} \sigma_j^2(t)D_{km,j}^2
\]

Therefore, synthesizing equations (30) and (B.4)–(B.6) will yield equation (35).
C. Proof of Equations (41) and (42)

For random phase formulas, the square of the raw estimation of cross-covariance between $x_m(t)$ and $x_n(t)$ can be expressed as

$$
[C\text{OV}_{mn}(t)]^2 = \left\{ \left( \sum_{k=1}^{L} \sum_{j=1}^{N} a_{j1}(t) D_{k1m,j1} \cos[\theta_{j1}(t) + \varphi_{k1,j1}] \right) \cdot \left( \sum_{k=2}^{L} \sum_{j2=1}^{N} a_{j2}(t) D_{k2m,j2} \cos[\theta_{j2}(t) + \varphi_{k2,j2}] \right) \right\}^2
$$

$$
= \sum_{k1=1}^{L} \sum_{j1=1}^{N} \sum_{p1=1}^{L} \sum_{q1=1}^{N} \sum_{k2=1}^{L} \sum_{j2=1}^{N} \sum_{p2=1}^{L} \sum_{q2=1}^{N} a_{j1}(t) a_{q1}(t) a_{j2}(t) a_{q2}(t) \cdot D_{k1m,j1} D_{k2m,j2} D_{p1n,q1} D_{p2n,q2} \cdot \cos[\theta_{j1}(t) + \varphi_{k1,j1}] \cdot \cos[\theta_{q1}(t) + \varphi_{p1,q1}] \cdot \cos[\theta_{j2}(t) + \varphi_{k2,j2}] \cos[\theta_{q2}(t) + \varphi_{p2,q2}].
$$

(C.1)

If $k1 = p1 = k2 = p2 = k$ and $j1 = q1 = j2 = q2 = j$,

$$
E[C\text{OV}_{mn}(t)]^2 = \sum_{k=1}^{L} \sum_{j=1}^{N} 2 a_{j}(t) D_{km,j}^2 D_{kn,j}^2.
$$

(C.2)

If $k1 = p1 = k2 = p2 = k$ and $j1 = q1 = j2 = q2 = 2$ or $k1 = p1 = k2 = p2 = p$ and $j1 = q1 = j2 = q2 = j$,

$$
E[C\text{OV}_{mn}(t)]^2 = \sum_{k=1}^{L} \sum_{j=1}^{N} \sum_{p=1}^{L} \sum_{q=1}^{N} \sum_{p_k = 1}^{L} \sum_{q_j = 1}^{N} a_{j}(t) a_{q}(t) D_{km,j}^2 D_{kn,j}^2 D_{p,m,q} D_{p,m,q}.
$$

(C.3)

Therefore, synthesizing equations (30), (38), and (C.1)–(C.4) will yield equation (41).

For random amplitude formulas,

$$
[C\text{OV}_{mn}(t)]^2 = \left\{ \left( \sum_{k=1}^{L} \sum_{j=1}^{N} \sigma_{j1}(t) D_{k1m, j1} \left\{ A_{k1j1} \cos[\theta_{j1}(t)] + B_{k1j1} \sin[\theta_{j1}(t)] \right\} + r(t) \right) \cdot \left( \sum_{k=2}^{L} \sum_{j2=1}^{N} \sigma_{j2}(t) D_{k2m, j2} \left\{ A_{k2j2} \cos[\theta_{j2}(t)] + B_{k2j2} \sin[\theta_{j2}(t)] \right\} + r(t) \right) \right\}^2
$$

$$
= \sum_{k1=1}^{L} \sum_{j1=1}^{N} \sum_{p1=1}^{L} \sum_{q1=1}^{N} \sum_{k2=1}^{L} \sum_{j2=1}^{N} \sum_{p2=1}^{L} \sum_{q2=1}^{N} \sigma_{j1}(t) \sigma_{j2}(t) \sigma_{q1}(t) \sigma_{q2}(t) \cdot D_{k1m, j1} D_{k2m, j2} D_{p1n,q1} D_{p2n,q2}
$$

$$
\cdot \left\{ A_{k1j1} \cos[\theta_{j1}(t)] + B_{k1j1} \sin[\theta_{j1}(t)] \right\} \cdot \left\{ A_{k2j2} \cos[\theta_{j2}(t)] + B_{k2j2} \sin[\theta_{j2}(t)] \right\} \cdot \left\{ A_{p1q1} \cos[\theta_{q1}(t)] + B_{p1q1} \sin[\theta_{q1}(t)] \right\} \cdot \left\{ A_{p2q2} \cos[\theta_{q2}(t)] + B_{p2q2} \sin[\theta_{q2}(t)] \right\}.
$$

(C.5)

If $k1 = p1 = k2 = p2 = k$ and $j1 = q1 = j2 = q2 = j$,

$$
E[C\text{OV}_{mn}(t)]^2 = \sum_{k=1}^{L} \sum_{j=1}^{N} 3 a_{j}(t) D_{km,j}^2 D_{kn,j}^2.
$$

(C.6)

If $k1 = p1 = k2 = p2 = p$ and $j1 = q1 = j2 = q2 = q$ or $k1 = p2 = k2 = p1 = p$ and $j1 = q2 = j2 = q1 = q$,

$$
E[C\text{OV}_{mn}(t)]^2 = \sum_{k=1}^{L} \sum_{j=1}^{N} \sum_{p=1}^{L} \sum_{q=1}^{N} \sum_{p_k = 1}^{L} \sum_{q_j = 1}^{N} a_{j}(t) a_{q}(t) D_{km,j}^2 D_{kn,j}^2 D_{p,m,q} D_{p,m,q}.
$$

(C.7)
\[
E \left[ (C \tilde{O}V_{mn}(t))^2 \right] = \sum_{k=1}^{L} \sum_{j=1}^{N} \sum_{p=1}^{N} \sum_{q=1}^{N} \frac{1}{4} a_j^2(t) a_q^2(t) D_{km,j}^2 D_{pn,q}^2.
\]

(C.8)

Therefore, synthesizing equations (30), (39), and (C.5)–(C.8) will yield equation (42).
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