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Emergency logistics scheduling appears more and more important in modern society because of frequent occurrence of un-
predictable disasters. Most of the existing studies consider a certain emergency logistics scheduling model, and most of them are
based on an ideal scenario. Considering the uncertain traffic condition and the real road condition, a biobjective emergency
logistics scheduling model is proposed, which includes two objectives: transportation time and transportation cost. .e un-
certainty of the proposed model is reflected in two aspects: the occurrence time of emergencies and the traffic volume predicted by
the cloud model. .e numerical characteristics of traffic information are abstracted from the spatial-temporal trajectory data by
the reverse cloud model, and the inference procedure of the one-dimension cloud model further predicts the uncertain traffic
volume using the numerical characteristics. In addition, the crossover and mutation operators of multiobjective evolutionary
algorithms are modified to solve the model. .e experimental results show that the inference procedure of one-dimension cloud
model can accurately predict the traffic volume at the departure time; and the proposedmodel is more reasonable than the existing
scheduling models; at the same time, the improved NSGA-II can also provide superior schemes in different departure times and
traffic conditions for decision makers.

1. Introduction

In recent years, natural disasters and man-made disasters
happened frequently such as earthquake, typhoon, and fires,
which seriously threaten the safety of people’s life and
property. In order to decrease the losses of the disasters, it is
quite necessary to do the emergency rescue work well. As an
important part of emergency rescue work, emergency lo-
gistics scheduling is a process that transports the emergency
resource from the supply location to the disaster location.
Emergency logistics scheduling usually has the character-
istics of suddenness, unpredictability, uncertainty [1], ur-
gency of time constraint, peak value, weak economy, and
joint participation of the government and market. It is of
great significance to construct a reasonable emergency lo-
gistics scheduling model based on real-world scenarios and
obtain the optimal solution.

.e objectives to be considered when establishing the
emergency logistics scheduling model include minimizing
the transportation time of resource, minimizing the trans-
portation cost of resource, maximizing the satisfaction of
people at the disaster location, and maximizing the satis-
faction of drivers. Among them, minimizing transportation
time and minimizing cost are the most concerned goals in
scheduling, and many researchers established the emergency
logistics scheduling model considering these two objectives
[2–4]. .e solving methods of emergency logistics sched-
uling model can be divided into two categories: one is
mathematical analysis [5–9], such as the maximum flow and
the minimum cost algorithm, which can effectively solve the
emergency logistics scheduling problem and the results are
relatively accurate. However, it is not suitable for solving the
problems in the actual situation and there is a phenomenon
of combinatorial explosion, but the intelligent optimization
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algorithm [10–14] can avoid such problems. Another is
intelligent optimization algorithm [15–18], such as NSGA-
II. Since vehicle scheduling problem is proven to be NP-
complete problem by Savelsbergh [19], the research on
emergency logistics scheduling problem has gradually
shifted to seeking satisfactory solution for model and re-
searchers tried to use intelligent optimization algorithm [20]
to solve the emergency logistics scheduling model.

Different from the existing work, a biobjective emer-
gency scheduling model based on uncertain traffic condi-
tions was proposed to solve the actual scheduling problem,
which takes minimizing transportation time and cost into
consideration. .e result shows the validity of this model,
more reasonable than the existing models, and it also can
provide more alternative emergency logistics scheduling
schemes for decisionmakers..e contributions of this paper
are as follows:

(1) .e proposed model is established based on real road
network and spatial-temporal trajectory data; the
model is not a simple TSP [21, 22] problem; the route
between supply locations and disaster locations is no
longer ideal

(2) .e uncertainty of the proposed model is reflected in
two aspects: one is the fact that the one-dimension
cloud model [23] transforms highly uncertain traffic
information to roadway congestion index of road; on
the other hand, the uncertainty of departure time
leads to the uncertainty of traffic information

(3) .e crossover and mutation operator of the multi-
objective evolutionary algorithms [24–26] are im-
proved in this paper, and then the improved
algorithm is applied to work out the proposed model

.e paper is arranged as follows. Section 2 gives the
related works on emergency logistics scheduling and cloud
model. A detailed description of the biobjective emergency
logistics scheduling model based on uncertain traffic con-
ditions is introduced in Section 3. Section 4 shows the ex-
periments and results of the cloud model and scheduling
model. .e summary and next work are given in Section 5.

2. The Related Work

Most of the emergency logistics scheduling models are
solved by the mathematical analysis method. Chai et al. [27]
considered the vehicle queuing phenomenon and used the
rescue route travel time estimation to construct a traffic
emergency resource scheduling, and the branch-bound
algorithm is used to get the scheme after optimization.
However, the author only considered the influence of travel
time on scheduling when constructing the model, and the
model is not reasonable enough. Ben-Tal et al. [6] proposed
a robust optimization framework and applied the proposed
framework to a contingency response and scheduling
problem. But this framework does not consider the
transportation cost; it still takes too long when solving the
model. Li et al. [28] proposed a multisupply-locations and
multidisaster-locations scheduling model, and a heuristic

algorithm combining the network optimization and linear
programming optimization is designed to solve the model.
.is model only considers the classification of multi-
resource but does not consider the time and cost in the
scheduling process. Wang et al. [29] proposed a hybrid
model based on the time-dependent network and robust
discrete optimization theory to solve the emergency logistic
network. Wang considers a single objective TSP problem,
which is not applicable to real scheduling scenarios. Wang
et al. [30] proposed a mathematical model based on the
actual road, reliability analysis of the locations, edges, and
topological structures; the model considers only ideal
scenarios, but they did not take into account road con-
gestion. .e above models are all based on ideal scenarios,
and they do not fully consider the problems in the real
scheduling process, and these models are difficult to apply
to real scenarios.

Traditional mathematical analysis methods have lim-
ited ability to solve with complex scheduling problems.
However, intelligent optimization algorithms [31–34] have
better ability in solving complex problems, especially in NP
problems [35–38]. .ere are some intelligent optimization
algorithms [39, 40] to solve the emergency logistics
scheduling model. Ren et al. [41] proposed a multiperiod
dynamic dispatching method considering the urgency and
the connectivity reliability and adopted a hybrid genetic
algorithm to solve the single-objective model. .e uncer-
tainty of rescue time and traffic conditions is not consid-
ered in this model; however, these factors are greatly
affecting the efficiency of rescue. Deng et al. [42] presented
a multiobjective robust vehicle routing problem with time
windows, uncertain demand, uncertain driving time, and
routing failure risk and adopted the improved SPEA2 to
address this problem. Zhou et al. [43] proposed a multi-
objective optimization model, including minimizing the
unsatisfied demand of affected locations and minimizing
the risk of choosing the damaged road, and improved the
MOEA/D for solving the model. Deng and Zhou did not
consider the real road network, and it is difficult to simulate
the real scheduling environment. Chang [44] built an
emergency logistics distribution vehicle scheduling model
based on the division time, and the genetic algorithm and
ant colony algorithm were combined for solving the vehicle
scheduling model and parameter selection. However, the
above research did not take road information into account
when constructing the model. Ding et al. [45] proposed an
effective emergency logistics scheduling model using
congestion coefficient to describe road network condition.
Different form Ding’s method, the uncertainty of traffic
information and rescue departure time are taken into
account in our proposed model.

.emodels mentioned above do not consider the change
of traffic volume. In this paper, the influence of traffic
volume on scheduling is taken into consideration, and the
spatial-temporal trajectory data are used to predict the traffic
volume at the departure time. Most traffic forecasting
methods, such as nonlinear theory, linear statistical method,
and traffic simulation are often fragile and are not easy to be
understood by nonprofessional users. .e loss of traffic
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information samples will affect the prediction effect of these
methods. However, the cloud model is more robust and
easier to understand as a traffic prediction method. Further
more, the single sample does not affect the overall numerical
characteristics of the model, so the cloud model can effec-
tively solve the problem of traffic information sample
missing. Cloud model is an uncertain transformation model
that can realize the transformation from the qualitative
concept to quantitative data by using the probability sta-
tistics and fuzzy set theory and is proposed by Li [46, 47].
Many researchers have done traffic prediction based on
cloudmodel. Yu et al. [48] proposed a traffic volume forecast
algorithm that used the one-dimension cloud model, and it
can effectively surmount the fuzziness and the randomness
in traffic volume. Zhao et al. [49] developed a simplified
computing method of sigmoid kernel based on the cloud
model for predicting a real-time traffic information. Liu and
Xu [50] proposed a short-term traffic flow prediction based
on the cloud model and took Guangzhou traffic flow as an
example; the simulation results showed that the prediction
method is effective and advanced. .erefore, we can adopt
the one-dimension cloud model to predict the uncertain
traffic information.

In this paper, we used the cloud model to deal with
uncertain traffic conditions. At the same time, the impact of
road congestions and real road network are considered in
scheduling when building the emergency logistics sched-
uling model.

3. The Proposed Model

In this section, the proposed biobjective emergency logistics
scheduling model based on uncertain traffic conditions is
introduced in detail. At the same time, we also briefly in-
troduce the multiobjective evolutionary algorithm and the
cloud model.

3.1. %e Architecture of Scheduling Model. A biobjective
emergency logistics scheduling model based on uncertain
traffic conditions is constructed considering the two ob-
jectives: transportation time and transportation cost. .e
architecture of the scheduling model is shown in Figure 1.
We extract numerical characteristics from Beijing’s spatial-
temporal trajectory data and real road network and build the
corresponding cloud model. .rough the qualitative rea-
soning of cloud model, the corresponding roadway con-
gestion index can be obtained. At the same time, the
multiobjective evolutionary algorithm is improved to solve
the scheduling model. .e process of the whole system is
shown in Algorithm 1.

3.2. Problem Definition and Assumption. After the occur-
rence of disasters, a variety of factors are considered to
establish an emergency logistics scheduling model. Suppose
that, in an emergency rescue, the collection of supply lo-
cations and disaster locations is i and j, respectively, and the
amount of relief materials required is different at the dif-
ferent disaster locations. In order to match the supply

location and disaster location and get the corresponding
transportation route to minimize the total transportation
time and cost, the optimal scheduling plans can be obtained
by the established scheduling model to this scenario.

When an emergency occurs, each disaster location
reports its disaster situation to the dispatching center; the
center further analyses the disaster situation and gives
relief commands to the supply locations; then the supply
locations support each affected location according to the
commands. In addition, the supply locations have enough
relief materials to support the affected locations..erefore,
the following assumptions in the proposed model are
made:

(1) .e relief material demands of each disaster location
are known, and the storage quantity of resources in
each supply location is also known

(2) .e supply location has enough transport vehicles
available; meanwhile, the average speed of all
transport vehicles from the supply point to the di-
saster point is the constant

(3) Transit stations are not considered in the scheduling
process, and the relief materials are delivered from
the supply location to the disaster location directly

(4) In the scheduling, roads are continuously available
and traffic congestion remains unchanged

(5) In each rescue period, there is only one service from
each emergency supply location to each disaster
location

.is paper takes Beijing as the background to study
the problem of emergency logistics scheduling and ab-
stract road network information into the corresponding
vector map by using ArcGIS software and only major
roads remained. .ere are 69 roads and 39 intersections
in the vector map. All intersections and all roads are
individually numbered to distinguish them. .en the real
spatial-temporal trajectory data of Beijing are mapped to
the vector map to get the traffic data of each road
segment.

3.3. Biobjective Scheduling Model. .ere are two objectives
in our model: transportation time and transportation cost.
.e definitions for each symbol in the model are shown in
Table 1.

.e first objective is the minimum total time of relief
materials transportation, and the second objective is the
minimum total cost of relief material transportation, defined
as follows:

minf1 � 
i∈S


j∈D


n∈N


k∈K

dk
n · an · bij

1 − λk
n v

, (1)

minf2 � 
i∈S


j∈D


n∈N


k∈K

c · d
k
nxijan · bij, (2)

an �
1, n � z(z ∈ N),

0, n≠ z(z ∈ N),
 (3)
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bij �
1, Rij > 0,

0, others, (4)

xij �
Rij

Q
 . (5)

In equation (1), λk
n is the roadway congestion index of the

road segment (k) in the plan n from the supply location i to
the disaster location j. .e higher the value of λk

n is, the more
congested the road is and the slower the driving speed is..e
index of congestion varies at different departure times;
therefore, logistics scheduling at different departure times is
uncertain. v is the average speed of a vehicle in the equation.
dk

n is the physical length of the road segment k in the route n.
an represents whether the route n is the selected scheme. bij

represents the connectivity of the supply location i to the
disaster location j.

In equation (2), c is the transportation cost for each
vehicle and unit distance. xij means the total number of
vehicles from the supply location i to the disaster location j.
dk

n, an, and bij have the same meaning as equation (1).

.ere are some constraints in the above objectives:

(1) an: z is the one chosen from N scheduling routes; if
the route n is the selected route z, take 1; otherwise,
take 0, as equation (3)

(2) bij: equation (4) is the connectivity between supply
location i and disaster location j: can reach 1 and 0
otherwise

(3) xij: equation (5) means the total number of vehicles
from the supply location i to the disaster location j,
and xij should satisfy the condition

In the conditions, Rij means the total amount of goods
transported from the supply location i to disaster location j;Q
is the maximum load of each vehicle; other parameters in the
conditions have the same meaning as equations (1) and (2).

3.4. Roadway Congestion Index. In equation (1) of Section
3.3, λ is the roadway congestion index and the values can be
obtained by this section.

(1) Input the numerical characteristics and time
(2) Qualitative reasoning of the cloud model
(3) Output the traffic volume
(4) Convert the traffic volume to λ
(5) while (i, j) ∈ supply point and disaster point

(6) Input the Initialized parameters and λ to the scheduling model
(7) Initialize the population according to the adjacency matrix
(8) while t<MaxGeneration

(9) Calculate fitness values and sort the f1, f2
(10) Tournament selection operation
(11) X-type crossover operation
(12) Point mutation operation
(13) Select the in individuals as the parents in next generation
(14) End
(15) End
(16) All fitness values are sorted by non-dominance
(17) All nondominant solutions are taken out as scheduling schemes

ALGORITHM 1: Biobjective emergency logistics scheduling model.

Spatial-temporal 
trajectory data

Quantitative description 
of traffic information

Roadway congestion 
index

Time cost Transportation
cost

Emergency logistics 
scheduling

Improved 
NSGA-II

Schedules

Cloud model

Figure 1: Biobjective emergency logistics scheduling model.
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Most emergency logistics scheduling models consider
the road in the ideal situation, for example, the Euclidean
distance from the starting point to the ending point, and
there is no traffic jam at the same time. But, in practical
application, the roads in the ideal state are hard to exist.
Congestion varies from road to road, while congestion on
the same road is different at different times.

In the road network, the traffic volume usually has
certain regularity and periodicity; the regularity reflected
that the peak and low peak periods occur at roughly the same
time every day, and the periodicity is reflected in the
changing trend of traffic volume every week. Because most
people’s work is stable, congestion may occur at a fixed time
on a fixed road section. A large number of vehicles will lead
to peak traffic volume in the road network, which is mainly
concentrated at the attendance time. Meanwhile, uncertain
factors such as weather will also affect the traffic volume, so
there is some randomness in the regularity and periodicity.
Cloud model has randomness and fuzziness, which can
represent the concept of traffic volume. .e details of the
cloud model are described in the following.

3.4.1. Cloud Model. Cloud model is an uncertain trans-
formation model dealing with qualitative concepts and
quantitative descriptions, which combines randomness and
fuzziness. Cloud model can be summarized as follows:

μC(x): UC⟶ [0, 1], ∀x ∈ UC⟶ μC(x). (6)

Let U be a quantitative domain set described by precise
numbers and C is a qualitative concept related to U, so UC

means the quantitative domain set of the qualitative concept
C. For any element x in the domain UC of the qualitative
concept C, there is a random number μC(x) with the stable
tendency, and μC(x) is called as membership degree of
element x in the domain UC. .en, the distribution of x on
domain U is called cloud, and each x is called a cloud drop.
.e range of values allowed for μC(x) is 0 to 1..e cloud is a
mapping from the domain U to the unit interval [0, 1].

.e numerical characteristics of the cloud model are
represented by expected value (Ex), entropy (En), and

hyperentropy (He) in Figure 2. Expected value Ex is the
expectation of cloud drops’ spatial distribution in the whole
domain, representing the point that can best represent the
qualitative concept. Entropy En refers to the measure of
uncertainty of qualitative concepts, which is determined by
the randomness and fuzziness of concepts. Hyperentropy
He is an uncertain measure of entropy, which is determined
by the randomness and fuzziness of entropy; the higher the
value, the greater the dispersion degree of entropy.

A series of samples xi of qualitative concept are obtained
and n is the number of samples, and their average value is
obtained as the expectation Ex. .e calculation formulas of
expectation are as follows:

Ex �
1
n



n

i�1
xi. (7)

Meanwhile, the First-Order Absolute Central Moment of
sample xi is calculated:

1
n



n

i�1
xi − Ex


. (8)

.e Second-Order Absolute Central Moment is also
calculated:

S �
1

n − 1


n

i�1
xi − Ex( 

2
. (9)

.erefore, the entropy En of the sample is calculated as
follows:

En �

��
π
2



×
1
n



n

i�1
xi − Ex


. (10)

.e calculation formula of the sample’s hyper entropy
He is as follows:

He �
������
S − En2

√
. (11)

So, according to these steps, the numerical character-
istics of qualitative concept are obtained: (Ex, En, He).

3.4.2. Traffic Volume Prediction. Since the characteristics of
traffic volume can be completely represented by the cloud
model, we construct the corresponding inference proce-
dures. .e traffic volume inference procedures based on
cloud model consist of seven steps:

(1) Numerical characteristics are derived from the
spatial-temporal trajectory data by the inverse
Gaussian cloud model, and the numerical charac-
teristics are assigned to various cloud models in the
inference procedures.

(2) For each single rule, a one-dimensional random
number Eni is generated with EnA as expectation and
HA as variance, which conforms to one-dimensional
normal distribution.

(3) According to the given time t, calculate the activation
intensity μi of each former cloud generator according
to (2); and μi � exp[− ((t − Ex)2/2En2

i )].

Table 1: Symbols and definitions.

Symbol Definitions
S A collection of supply locations (i ∈ S)
D A collection of disaster locations (j ∈ D)
v .e speed of vehicles
c Transportation cost per vehicle with unit distance
Q Maximum load of vehicle

N
A collection of the route plans from supply location i

to disaster location j

n One route plan in N (n ∈ N)

K
A collection of all roads in a transportation plan from

supply location to disaster location
k A road segment of K (k ∈ K)
λ .e roadway congestion index of a road
d .e physical length of a road segment

Rij

.e total amount of relief materials delivered from
supply location i to disaster location j
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(4) .e largest of μi should be selected; if there are
more than two maximal values μi, you can choose
one of them. .en, activate the corresponding
single rule, and generate a one-dimensional nor-
mal random number with EnA as expectation and
HA as variance according to the given parameter
μi.

(5) According to the equation E′nB � G(EnB, HB),
generate a normal random number E′nB with EnB as
expected value and HB as standard deviation.

(6) Calculate y by the equation y � ExB ±
�������
− 2 ln(μ)



E′nB; in the equation, the rising period determines
the “+” and the “− ” for falling period; then set (y, μ)

as the cloud drop.
(7) Repeat several times until you get enough cloud

drops, and finally output the average of all the
drops.

.e inference steps of the cloud model of traffic
volume prediction are shown in Figure 3. .e given time
is input to the former cloud model PCG, and the
membership corresponding to the time can be obtained;
the corresponding memberships are input to the latter
cloud model CG; then the predicted traffic volume is
obtained.

.e uncertainty is guaranteed in the inference proce-
dure, because the membership μ generated by PCG ran-
domly transfers the uncertainty in the domain UPCG to the
domain UCG, and CG outputs a random cloud drop under
the control of μ.

3.4.3. %e Conversion of TD to RCI. Roadway congestion
index (RCI) is determined by traffic density (TD), which
refers to the density of vehicles in a road segment, that is, the
number of vehicles per unit time and distance, also known as
vehicle density.

.rough the cloud model, the traffic volume of all streets
at a certain moment can be obtained. According to the traffic
volume, the RCI (λ) can be obtained by the following
equations:

λi �
TDi − TDmin

TDmax − TDmin
± ε, (12)

TDi �
TVi

Li

. (13)

From equation (12), λi means the roadway congestion
index for road segment i, TD is the traffic density, TDmax is
the highest density of all the road, TDmin is the lowest density
of all the road, and ε is the minimum number, which is set to
prevent λi from reaching the boundary, “+” on the lower
boundary, and “− ” on the upper boundary. TVi is the traffic
volume, and Li is the physical length of the road segment i in
equation (13).

3.5. %e Improved Multiobjective Algorithm. For solving the
proposed uncertain emergency logistics scheduling model,
this paper adopts the multiobjective evolutionary algorithm
that is commonly used: NSGA-II. .e model adopted in this
paper is based on the real road and the collection of road
segments through different routes is also different. So, the
individual definition and operators of the standard multi-
objective evolutionary algorithmNSGA-II are not applicable
in our model. A new individual coding corresponding to
crossover operator and mutation operator is designed.

3.5.1. Individual Coding. Firstly, we construct the corre-
sponding adjacency matrix according to the connectivity of
roads. When initializing an individual, the nonrepeating
road set from the corresponding supply location to the
disaster location is found by traversing the adjacency matrix.
For example, we set the supply location (11) and the disaster
location (15); a variety of the routes can be obtained; two of
initialized individuals are shown in Table 2 ((a) and (b)).

3.5.2. Crossover Operator. Because of the continuity of el-
ements in the individuals, in the crossover operation of the
algorithms, the x-type crossover is used. .at is, randomly
select an element in the intersection set of two different
individuals, and use this element as the intersection point to
conduct the crossover operation on two individuals.

For example, the same element 27 is selected from Ta-
ble 2 (individuals a and b) for x-type crossover operation; the
two individuals are divided into two segments by element 27,
and the two segments of different individuals are exchanged.
.e individuals after the crossover operation are shown in
Table 3 ((a) and (b)).

3.5.3. Mutation Operator. Because the elements in each
individual are related to the neighbouring elements, point
variation is the only way to carry out mutation. A random
mutation point is selected in an individual, and the indi-
vidual is regenerated according to the adjacency matrix at
the mutation point. For example, carry out mutation op-
eration on individual (Table 2 (a)); assume that the selected
mutation point is 27, and regenerate new individuals from
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Figure 2: .ree numerical characteristics in cloud model.
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the position of 27. .e individuals before and after the
mutation are shown in Table 4.

4. Experiments and Results

In this section, the experiment consists of two parts, re-
spectively. First, λ of 69 roads with the cloud model is solved.
.en the time of scheduling departure is given; according to
λ, the corresponding time scheduling is carried out.

4.1. Experiments of CloudModel. .e traffic data adopted in
this paper are the Beijing taxi driving data. .e total spatial-
temporal trajectory data of Beijing reach 2.2 billion pieces.
Due to the huge amount of data, we only kept the road
network data of the major roads in Beijing and numbered
the roads and intersections, with a total of 69 roads and 39
intersections. Among them, the grid method is adopted to
filtrate the spatial-temporal trajectory data on the corre-
sponding level of roads, and a one-dimensional cloud model
is built with the filtered data. As the original spatial-temporal
trajectory data are collected every minute, in order to more
intuitively reflect the regular changes of traffic volume
within a week, we take the average value of traffic infor-
mation within 60minutes as the data for an hour..eweekly

traffic characteristics of one of the roads are shown in
Figure 4.

As can be seen from the traffic volume in Figure 4, the
traffic volume from Monday to Friday is similar, and the
trends of Saturday and Sunday are roughly the same..ere is
a significant difference between weekday and weekend traffic
volume, so we separate weekday traffic volume from
weekend traffic volume to solve the change of traffic volume.

Table 5 generalizes the traffic volume and time attributes.
Dec represents decline period, Flat represents low peak
period, Rise represents rise period, and Peak represents peak
period.M is the traffic volume in the rising or falling period,
L is the traffic volume in the low peak period, and H is the
traffic volume in the peak period, where the number after the
letter indicates the number of times that this period occurs in
one day. Table 6 shows the numerical characteristics of time
cloud in nine different periods.

Because the cloud model requires numerical charac-
teristics (Ex, En, and He) to represent concepts, the three
characteristics from the data can be obtained by the inverse
Gaussian cloud model. .e numerical characteristics of time
and traffic volume are shown in Tables 7–10.

In this paper, the traffic volume of the first week is used
as the historical data, namely, Tables 7 and 8; and the second
week is used as the current data, namely, Tables 9 and 10. In

Table 2: Initialize individuals from the supply location (11) to the disaster location (15), such as path (a) and path (b).
(a)
11 10 19 27 18 17 16 7 6 5 4 13 22 23 14 15
(b)
11 10 19 20 21 12 13 22 30 31 32 33 34 26 27 18
9 8 17 16 25 24 15

Table 3: Path (a) and path (b) after cross operation.
(a)

11 10 19 27 18 9 8 17 16 25 24 15
(b)
11 10 19 20 21 12 13 22 30 31 32 33 34 26 27 18
17 16 7 6 5 4 13 22 23 14 15

PCG (Dec 1) PCG (Flat 1) PCG (Rise 1) PCG (Dec 3)… …

Input
t

Ex
En
H

Ex
En
H

Ex
En
H

Ex
En
H

CG (M1) CG (L1) CG (M2) CG (M5)… …
Ex
En
H

Ex
En
H

Ex
En
H

Ex
En
H

Output
(y, μ)

Output
(y, μ)

Output
(y, μ)

Output
(y, μ)

… …

μ μ μ μ

Figure 3: Qualitative reasoning of cloud model.
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the historical and current data, weekdays and weekends are
separately processed, and then the mixed numerical char-
acteristics of the two weeks are used as the hybrid cloud
model.

With the stronger robustness of hybrid clouds, we fused
the numerical characteristics of the two-week cloud model,
as shown in Table 11. Table 12 shows the roadway con-
gestion index (λ) of 69 roads at 9 a.m. on Wednesday. .e

Table 4: Path (a) after mutation operation.
11 10 19 27 18 17 16 7 6 5 4 13 22 23 14 15

↓
11 10 19 27 26 25 24 15
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Figure 4: .e traffic volume of the road for a week (Monday to Sunday).

Table 5: .e generalized property.

Time Dec 1 Flat 1 Rise 1 Peak 1 Dec 2 Flat 2 Rise 2 Peak 2 Dec 3
Traffic M1 L1 M2 H1 M3 L2 M4 H2 M5

Table 6: .e numerical characteristics of time cloud model.

Para Dec 1 Flat 1 Rise 1 Peak 1 Dec 2 Flat 2 Rise 2 Peak 2 Dec 3
Ex 2.44 4.70 8.21 11.77 12.81 13.55 15.54 16.04 20.34
En 2.50 1.54 3.92 0.82 0.79 1.08 2.81 2.66 5.38
He 0.44 0.30 0.64 0.18 0.25 0.16 0.31 1.06 1.01

Table 7: .e numerical characteristics of the weekday history cloud.

Para M1 L1 M2 H1 M3 L2 M4 H2 M5
Ex 70.25 37.77 184.18 400.38 416.08 405.11 364.73 463.49 320.87
En 41.80 16.00 136.73 76.97 68.65 82.31 104.33 30.72 118.11
He 15.28 7.99 53.64 54.56 44.58 44.64 48.22 8.04 10.49

Table 8: .e numerical characteristics of the weekend history cloud.

Para M1 L1 M2 H1 M3 L2 M4 H2 M5
Ex 88.41 38.73 189.31 329.06 310.89 300.03 314.19 314.19 317.06
En 43.07 24.01 120.21 8.67 13.50 17.09 10.82 10.82 9.62
He 8.49 12.55 47.37 4.53 7.06 8.93 5.66 5.66 2.62

Table 9: .e numerical characteristics of the weekday current cloud.

Para M1 L1 M2 H1 M3 L2 M4 H2 M5
Ex 64.60 38.81 168.25 346.73 317.52 303.06 335.73 364.98 194.13
En 30.85 17.80 105.53 134.97 115.97 101.34 112.22 110.03 95.57
He 11.35 3.95 7.66 17.52 26.83 10.09 40.59 27.48 12.88
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traffic volume of a consecutive week is predicted by the
cloud model constructed based on the mixed numerical
characteristics. Figure 5 shows the comparison between the
hybrid prediction and the real traffic. From the result of
prediction, the hybrid cloud model has a high accuracy in
predicting the traffic volume for a consecutive week.
.erefore, cloud model can be used for roadway congestion
index prediction.

4.2.Experiments of SchedulingModel. .eproposedmodel is
a biobjective emergency logistics scheduling model con-
sidering multisupply locations and multidisaster locations.
We selected three supply locations and three disaster lo-
cations in this experiment, and the selected location is shown
in Figure 6(a). .e selection of supply locations is from real
large logistics center or large transport hub, and the disaster
locations are selected from the shelters, and the distribution
of supply locations and disaster locations should be even as
far as possible to better display the experiment effect.
Figure 6(b) is the vector map extracted from Figure 6(a) by
using ArcGIS software.

When processing the spatial-temporal trajectory data,
we found that the traffic volume trend of weekdays and
weekends was quite different. In order to make the pre-
dictions more accurate, the data of weekdays and weekends
were, respectively, processed, so the weekday and weekend
clouds are obtained. In order to make the simulation ex-
periments of proposed model be more representative, three
different traffic conditions are selected..ree time-nodes are
selected to represent different traffic conditions at 4 a.m. on
Tuesday, at 9 a.m. onWednesday, and at 9 a.m. on Saturday,
respectively. 4 a.m. on Tuesday is a time point in a weekday
when road conditions are more ideal; 9 a.m. on Wednesday
is the more crowded time point in the weekday; 9 a.m. on
Saturday is used to compare the differences between
weekday and weekend. At the same time, the influence of
different time points on the proposed model can also be
reflected.

.ree multiobjective algorithms are used in this paper,
NSGA-II, MOEA/D, and SPEA2. .e specific parameters of
the algorithm are set in Table 13. .e relief supplies of the
disaster locations are shown in Table 14.

4.2.1. %e Rescue Time at 4 a.m. on Tuesday. .emorning of
weekday (4 a.m. on Tuesday) is selected for the test, during
which there were few vehicles on the road and most roads
are in good conditions.

.e second column of Table 15 shows the transportation
times and costs. .e first value of the bracket is the trans-
portation time (in hours); and the second value refers to the
cost (ten thousand yuan as unit). Table 16 is the average of
the objectives, that is, the average consumption of time and
cost in the transportation process, and it represents the
general scheme and level. From Table 16, the results of
NSGA-II and SPEA2 dominate the MOEA/D, so the solu-
tions of NSGA-II and SPEA2 are better than the MOEA/D,
while NSGA-II is 29% worse than SPEA2 in the first ob-
jective and NSGA-II is 54% better than SPEA2 in the second
objective. In general, the schedules quality of NSGA-II is
better than that of SPEA2.

In Table 17, NSGA-II can provide 4 plans for users to
choose, while MOEA/D and SPEA2 provide 6 and 5 plans,
respectively. However, there is no real Pareto front in the
engineering problem; the metrics of HV, spacing and PD,
are not needed in the real Pareto front, so we select these
metrics as the evaluation method. From the metrics that
Table 17 provided, the HV measures the convergence of the
algorithm, and the bigger is better; spacing measures the
uniformity of the solution set, and the smaller is better; the
diversity is calculated by PD, and the bigger is better; the
number is the total number of schemes. SPEA2 has the best
effect in the convergence of the algorithms but in the
uniformity of the solution set, NSGA-II>MOEA/
D> SPEA2. However, MOEA/D and NSGA-II have similar
diversity of solution sets, both of which are better than
SPEA2.

Table 11: .e numerical characteristics of the hybrid cloud.

Time Hybrid weekday cloud Hybrid weekend cloud
Ex En He Ex En He Ex En He

2.44 2.50 0.44 67.85 72.65 13.61 73.95 69.35 8.11
4.70 1.54 0.30 38.32 33.80 5.86 31.45 30.70 10.58
8.21 3.92 0.64 177.24 242.26 33.61 143.16 184.17 37.80
11.77 0.82 0.18 366.21 211.94 30.97 258.19 16.84 4.40
12.81 0.79 0.25 354.17 184.62 33.43 236.37 30.80 8.17
13.55 1.08 0.16 348.80 183.65 25.57 223.96 42.13 11.40
15.54 2.81 0.31 349.70 216.55 44.27 238.38 54.85 8.43
16.04 2.66 1.06 386.48 140.75 23.24 264.79 76.36 30.21
20.34 5.38 1.01 264.18 213.68 11.56 232.44 44.02 12.26

Table 10: .e numerical characteristics of the weekend current cloud.

Para M1 L1 M2 H1 M3 L2 M4 H2 M5
Ex 50.26 5.34 56.41 182.99 178.22 172.05 219.75 256.63 208.77
En 26.28 6.69 63.96 8.17 17.30 25.04 44.03 65.54 34.40
He 7.50 3.50 19.82 4.27 9.04 13.09 9.11 34.26 14.96
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In Figure 7, we can see that there are only a few points on
the Pareto front, which is because there are many individuals
clustered at a limited number of points. .ese several points
dominate the other solutions that have been found; in other
words, these points are better than any other solutions.

4.2.2.%e Rescue Time at 9 a.m. onWednesday. .e research
on the scheduling scheme during the peak period is a very
important aspect and a very challenging subject in emer-
gency logistics scheduling field. For solving this problem, we
specially choose the time point of the peak period at 9 a.m.
on Wednesday.

From Table 18, the time (in hours) and cost (ten
thousand yuan as unit) consumptions of scheduling schemes
are provided by algorithms. NSGA-II and MOEA/D can
provide 6 schemes for decision makers to choose, while
SPEA2 can provide 8 schemes. Table 19 shows the average of
time and cost; from the results, the schemes ofMOEA/D and
SPEA2 are dominated by NSGA-II’s scheme. In trans-
portation time, NSGA-II was 9% better than MOEA/D and
3% better than SPEA2; NSGA-II was 60% better than
MOEA/D and 53% better than SPEA2 in transportation cost.
.at means the better-quality solutions can be provided by
NSGA-II.

From Table 20, the metrics spacing and PD show that the
uniformity and diversity of solutions of NSGA-II are better
than those in other algorithms, and the convergence of the
algorithm is slightly worse than MOEA/D and SPEA2.
Figure 8 shows the Pareto fronts of the three algorithms.

Table 12: .e RCI (λ) of the 69 roads at 9 a.m. on Wednesday.

No. λ
1 0.0576
2 0.3492
3 0.1918
4 0.0262
5 0.0188
6 0.0477
7 0.0789
8 0.0341
9 0.0984
10 0.0720
11 0.0917
12 0.0341
13 0.2689
14 0.0712
15 0.1730
16 0.1203
17 0.0260
18 0.2462
19 0.7915
20 0.1625
21 0.2495
22 0.4519
23 0.1176
24 0.1944
25 0.3744
26 0.2614
27 0.3498
28 0.4188
29 0.0538
30 0.2356
31 0.1067
32 0.3013
33 0.8236
34 0.2673
35 0.2257
36 0.1467
37 0.1232
38 0.2952
39 0.3140
40 0.2853
41 0.0100
42 0.3552
43 0.2871
44 0.9900
45 0.4675
46 0.4153
47 0.2438
48 0.2266
49 0.3383
50 0.2931
51 0.1913
52 0.2329
53 0.3937
54 0.1322
55 0.1941
56 0.1775
57 0.1617
58 0.0867
59 0.0767
60 0.6277
61 0.3818

Table 12: Continued.

No. λ
62 0.2821
63 0.0222
64 0.3049
65 0.6041
66 0.0544
67 0.0804
68 0.2366
69 0.0334
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Figure 5: Forecasting traffic volume for a consecutive week.
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From the rescue time of 4 a.m. on Tuesday and 9 a.m.
on Wednesday, the contrast experiments show that the
rescue time of 9 a.m. onWednesday will spend much more

transportation time and cost; that is, when the road is in
crowded conditions, more time and cost are consumed. So,
considering that the road conditions are necessary when

(a) (b)

Figure 6: Supply locations and disaster locations. (a) .e real map. (b) .e vector map.

Table 14: .e amount of relief supplies needed at the different
disaster locations.

Disaster location Relief supplies Amount (kg)

1
Food 1540
Water 2310

Medicine 770

2
Food 790
Water 1184

Medicine 395

3
Food 2762
Water 3642

Medicine 1880

Table 15: .e fitness values (time and cost) of different algorithms
at 4 a.m. on Tuesday.

Scheme NSGA-II MOEA/D SPEA2
1 (0.6029, 5.8804) (1.1307, 14.5213) (0.9566, 12.3205)
2 (0.6747, 5.8768) (1.2020, 14.4804) (0.9808, 12.3109)
3 (3.2314, 5.0696) (1.2728, 14.1910) (0.9906, 11.9888)
4 (3.3032, 5.0660) (3.6864, 13.2792) (1.0337, 11.9488)
5 — (3.7578, 13.2382) (3.5851, 11.5097)
6 — (3.8286, 12.9488) —
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Figure 7: .e Pareto fronts of the three algorithms at 4 a.m. on
Tuesday.

Table 13: .e parameters of algorithm.

Parameter Value
Population 100
Iteration 200
Dimension 3
Crossover probability 0.8
Mutation probability 0.2

Table 16: .e fitness values (time and cost) of different algorithms
at 4 a.m. on Tuesday.

NSGA-II MOEA/D SPEA2
Average time 1.9530E+ 01 2.4797E+ 01 1.5094E+ 01
Average cost 5.4732E+ 04 1.3776E+ 05 1.2016E+ 05

Table 17: Comparisons of algorithms at 4 a.m. on Tuesday.

Algorithm HV Spacing PD Number
NSGA-II 2.40E − 01 7.41E − 17 1.03E+ 03 4
MOEA/D 4.41E − 01 8.15E − 02 1.06E+ 03 6
SPEA2 6.62E − 01 6.57E − 01 8.95E+ 02 5

Table 18: .e fitness values (time and cost) of different algorithms
at 9 a.m. on Wednesday.

Scheme NSGA-II MOEA/D SPEA2
1 (0.6709, 6.0224) (1.2487, 14.7557) (1.0516, 12.3205)
2 (0.6787, 5.8804) (1.2880, 14.4203) (1.0594, 12.1785)
3 (0.6902, 5.8768) (1.3953, 13.9389) (1.0709, 12.1749)
4 (3.3464, 5.2116) (1.4001, 13.9198) (1.0873, 11.8468)
5 (3.3542, 5.0696) (3.9826, 13.1654) (1.0988, 11.8432)
6 (3.3657, 5.0660) (3.9941, 13.1618) (3.7350, 11.3677)
7 — — (3.7464, 11.3641)
8 — — (3.7628, 11.0360)
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the emergency logistics scheduling model is established,
the proposed model is more reasonable and it can pro-
vide more efficient scheduling under different traffic
conditions.

4.2.3. %e Rescue Time at 9 a.m. on Saturday. To test the
impact of weekend traffic volume on emergency logistics
scheduling model, we designed an experiment on the
scheduling departure time in weekend. For a better com-
parison, 9 a.m. on Saturday is selected.

From Tables 21 and 22, the details of consumption and
average consumption of transportation time and cost are
given; from these results, the solutions of NSGA dominate
the solutions given by the other two algorithms. NSGA-II is
36% better than MOEA/D and 37% better than SPEA2 in
transportation time; for transportation cost, the modified
NSGA-II is 57% better than MOEA/D and 51% better than
SPEA2. From Table 23, the numbers of plans solved by the
three algorithms are roughly the same, but the plans of
NSGA-II’s metrics of spacing and PD are the best of the
algorithms. Figure 9 shows the Pareto fronts; as can be seen

from the figure, the results of NSGA-II dominate the other
two algorithms’ results.

In this section, due to the uncertain time of emergency
logistics scheduling, three different departure times are selected
for simulation experiments. .e roadway congestion indexes
are uncertain given by cloud model in these departure times,
and the scheduling of different departure times is also different.

In order to display the dispatching scheduling route
intuitively, we chose 9 a.m. on Wednesday as the departure
time of rescue. We solved the model with three algorithms,
NSGA-II, MOEA/D, and SPEA2, and selected three algo-
rithms to provide detailed scheduling route at the inflection
point of Pareto frontier. Figures 10(a)–10(c) represent the

Table 19: .e fitness values (time and cost) of different algorithms
at 9 a.m. on Wednesday.

NSGA-II MOEA/D SPEA2
Average time 2.0177E+ 00 2.2181E+ 00 2.0765E+ 00
Average cost 5.5211E+ 04 1.3894E+ 05 1.1766E+ 05

Table 21: Comparisons of algorithms at 9 a.m. on Wednesday.

Scheme NSGA-II MOEA/D SPEA2
1 (0.8453, 6.7140) (1.4758, 15.2821) (1.3180, 13.0121)
2 (0.8471, 5.9532) (1.4819, 15.1629) (1.3473, 11.9196)
3 (0.8742, 5.8768) (1.4837, 12.2745) (1.6449, 11.4405)
4 (1.1722, 5.1424) (1.6995, 11.0324) (1.6724, 11.1088)
5 (1.1993, 5.0660) — (1.9101, 11.0651)

Table 20: Comparisons of algorithms at 9 a.m. on Wednesday.

Algorithm HV Spacing PD Number
NSGA-II 3.67E − 01 7.40E − 02 9.09E+ 02 6
MOEA/D 7.17E − 01 1.11E − 01 8.74E+ 02 6
SPEA2 5.82E − 01 9.24E − 02 7.65E+ 02 8
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Figure 8: Multiple Pareto fronts at 9 a.m. on Wednesday.

Table 22: .e fitness values (time and cost) of different algorithms
at 4 a.m. on Tuesday.

NSGA-II MOEA/D SPEA2
Average time 9.8760E − 01 1.5352E+ 00 1.5786E+ 00
Average cost 5.7505E+ 04 1.3438E+ 05 1.1709E+ 05

Table 23: Comparisons of algorithms at 9 a.m. on Wednesday.

Algorithm HV Spacing PD Number
NSGA-II 7.46E − 01 1.54E − 01 8.17E+ 02 5
MOEA/D 8.93E − 01 5.79E − 01 6.78E+ 02 4
SPEA2 9.22E − 01 1.97E − 01 7.47E+ 02 5
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Figure 9: Multiple Pareto fronts at 9 a.m. on Saturday.
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scheduling route of NSGA-II, MOEA/D, and SPEA2,
respectively.

5. Conclusions and Future Work

.is paper proposed a biobjective emergency logistics
scheduling model based on uncertain traffic conditions.
First, the highly uncertain traffic conditions are converted
into quantitative traffic volume by using the one-dimen-
sional cloud model; experiments show that the cloud model
can provide accurate prediction and adapt to the fuzziness
and randomness of road traffic. One-dimensional cloud

model converts traffic volume into the roadway congestion
index, and, on this basis, an emergency logistics scheduling
model with two objectives of transportation time and cost is
constructed. Meanwhile, the multiobjective NSGA-II algo-
rithm is improved to solve the proposed model. .e ex-
perimental results show that it can provide a series of
effective scheduling schemes, by taking into account dif-
ferent departure times and traffic conditions. At 4 a.m. on
Tuesday, NSGA-II dominates MOEA/D, but NSGA-II is
29% worse than SPEA2 in the first objective; NSGA-II is 54%
better than SPEA2 in the second objective; NSGA-II was 9%
better than MOEA/D and 3% better than SPEA2; NSGA-II
was 60% better than MOEA/D and 53% better than SPEA2
in transportation cost at 9 a.m. onWednesday; NSGA-II was
36% better than MOEA/D and 37% better than SPEA2 in
transportation time; for transportation cost, and the mod-
ified NSGA-II wass 57% better than MOEA/D and 51%
better than SPEA2 at 9 a.m. on Saturday. .e proposed
model is more reasonable because it takes into account
uncertain traffic conditions, which can improve the rescue
efficiency and shorten the rescue time.

In addition, according to the problems existing in
emergency logistics scheduling, how to construct road safety
and resource distribution satisfaction in our proposedmodel
will be our next work. Meanwhile, for the accuracy of
prediction, how to build a two-dimensional cloud model
based on traffic data will also be our next work.
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