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The purpose of this paper is to introduce a new four-step iteration scheme for approximation of fixed point of the nonexpansive mappings named as $S^*$-iteration scheme which is faster than Picard, Mann, Ishikawa, Noor, Agarwal, Abbas, Thakur, and Ullah iteration schemes. We show the stability of our proposed scheme. We present a numerical example to show that our iteration scheme is faster than the aforementioned schemes. Moreover, we present some weak and strong convergence theorems for Suzuki’s generalized nonexpansive mappings in the framework of uniformly convex Banach spaces. Our results extend, improve, and unify many existing results in the literature.

1. Introduction

Most of the nonlinear equations can be transformed into a fixed point problem as follows:

$$\mathcal{F}u = u,$$  \hspace{1cm} (1)

where $\mathcal{F}$ is a self-map on a certain distance space $\mathcal{X}$ and the solution of the aforementioned equation is considered as a fixed point of the mapping $\mathcal{F}$. Banach [1] proved that if a self-map $\mathcal{F}$ on a complete metric space is such that

$$d(\mathcal{F}u, \mathcal{F}v) \leq q d(u, v),$$  \hspace{1cm} (2)

for $0 \leq q < 1$, then it possesses a unique fixed point $u^*$. Moreover, the iterative process

$$\mathcal{F}u_n = u_{n+1},$$  \hspace{1cm} (3)

called the Picard iteration process, converges to $u^*$. It is worth mentioning that Picard iteration process is useful for the approximation of the fixed point of the contraction mappings but the case when ones dealing with nonexpansive mappings it may fail to converge to the fixed point even if $\mathcal{F}$ has a unique fixed point. Krasnosel’skii [2] showed that Mann [3] iteration process can approximate the fixed points of a nonexpansive mapping. In this iteration scheme, the sequence $(u_n)$ is generated by an arbitrary $u_0 \in C$ as

$$u_{n+1} = (1 - \alpha_n)u_n + \alpha_n \mathcal{F}u_n, \quad \forall \, n \geq 0,$$  \hspace{1cm} (4)

where $(\alpha_n)$ is in $(0, 1)$.

In 1974, Ishikawa [4] developed an iterative scheme to approximate the fixed point of nonexpansive mappings, where $(u_n)$ is defined iteratively starting from $u_0 \in C$ by

$$u_{n+1} = (1 - \alpha_n)u_n + \alpha_n \mathcal{F}v_n, \quad v_n = (1 - \beta_n)u_n + \beta_n \mathcal{F}u_n,$$  \hspace{1cm} (5)

for all $n \geq 0$, where $(\alpha_n)$ and $(\beta_n)$ are in $(0, 1)$. 
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For the approximation of the fixed point of nonexpansive mappings, Mann and Ishikawa iterative methods have been studied by several authors (see e.g., [5–9]).

Another iteration scheme was proposed by Noor [10] in 2000, for $u_0 \in C$, the sequence $(u_n)$ is defined by

$$
egin{align*}
  u_{n+1} &= (1 - \alpha_n)u_n + \alpha_n F v_n \\
  v_n &= (1 - \beta_n)u_n + \beta_n F w_n \\
  w_n &= (1 - \gamma_n)u_n + \gamma_n F u_n
\end{align*}
$$

for all $n \geq 0$, where $(\alpha_n)$, $(\beta_n)$, and $(\gamma_n)$ are in $(0, 1)$.

Agarwal et al. [11], in 2007, proposed the following iterative scheme: for arbitrary $u_0 \in C$, a sequence $(u_n)$ is generated by

$$
egin{align*}
  u_{n+1} &= (1 - \alpha_n)F u_n + \alpha_n F v_n \\
  v_n &= (1 - \beta_n)u_n + \beta_n F w_n \\
  w_n &= (1 - \gamma_n)u_n + \gamma_n F u_n
\end{align*}
$$

for all $n \geq 0$, where $(\alpha_n)$, $(\beta_n)$, and $(\gamma_n)$ are in $(0, 1)$. They proved that this procedure converges faster than Mann iteration for contraction mappings.

In 2014, Abbas and Nazir [12] developed an iterative scheme which is faster than Agarwal et al.’s [11] scheme, where a sequence $(u_n)$ is formulated from arbitrary $u_0 \in C$ by

$$
egin{align*}
  u_{n+1} &= (1 - \alpha_n)F v_n + \alpha_n F w_n \\
  v_n &= (1 - \beta_n)F u_n + \beta_n F w_n \\
  w_n &= (1 - \gamma_n)u_n + \gamma_n F u_n
\end{align*}
$$

for all $n \geq 0$, where $(\alpha_n)$, $(\beta_n)$, and $(\gamma_n)$ are in $(0, 1)$.

Later in 2016, Thakur et al. [13] developed the following iterative procedure, where a sequence $(u_n)$ is generated iteratively by arbitrary $u_0 \in C$ and

$$
egin{align*}
  u_{n+1} &= (1 - \alpha_n)F u_n + \alpha_n F v_n \\
  v_n &= (1 - \beta_n)u_n + \beta_n F w_n \\
  w_n &= (1 - \gamma_n)u_n + \gamma_n F u_n
\end{align*}
$$

for all $n \geq 0$, where $(\alpha_n)$, $(\beta_n)$, and $(\gamma_n)$ are in $(0, 1)$.

Recently, in 2018, Ullah and Arshad developed a new iteration process which converges faster than all the aforementioned process, where the sequence is constructed by taking arbitrary $u_0 \in C$ and

$$
egin{align*}
  u_{n+1} &= F v_n \\
  v_n &= F ((1 - \alpha_n)u_n + \alpha_n F w_n) \\
  w_n &= (1 - \beta_n)u_n + \beta_n F u_n
\end{align*}
$$

for all $n \geq 0$, where $(\alpha_n)$, $(\beta_n)$, and $(\gamma_n)$ are in $(0, 1)$.

Our aim is to introduce a new faster iteration process than those mentioned above and to prove the convergence results for Suzuki’s generalized nonexpansive mappings in the context of uniformly convex Banach spaces. We also show that our process is stable analytically. Numerically, we compare the rate of convergence of our iteration process with the existing iteration processes.

## 2. Preliminaries

Throughout this paper, $\mathcal{E}$ is a nonempty closed convex subset of a uniformly convex Banach space $\mathcal{X}$, $\mathbb{N}$ denotes the set of all positive integers and $F(\mathcal{F})$ denotes the set of all fixed points of $\mathcal{F}$, that is,

$$
F(\mathcal{F}) = \{ y : \mathcal{F} y = y \}.
$$

**Definition 1** (see [14]). A Banach space $\mathcal{X}$ is said to be uniformly convex if for each $\epsilon \in (0, 2)$, there exists a $\delta > 0$ such that for all $u, v \in \mathcal{X}$,

$$
\begin{cases}
  \|u\| \leq 1 \\
  \|v\| \leq 1 \\
  \|u - v\| > \epsilon
\end{cases}
$$

implies

$$
\frac{\|u + v\|}{2} \leq \delta.
$$

**Definition 2** (see [15]). A Banach space $\mathcal{X}$ is said to satisfy Opial property if for each sequence $(u_n)$ in $\mathcal{X}$, converging weakly to $u \in \mathcal{X}$, we have

$$
\limsup_{n \to \infty} \|u_n - u\| < \limsup_{n \to \infty} \|u_n - v\|
$$

for all $v \in \mathcal{X}$ such that $u \neq v$.

**Definition 3**. A mapping $\mathcal{F} : \mathcal{E} \to \mathcal{E}$ is called a contraction if there exists $\alpha \in (0, 1)$, such that

$$
\|\mathcal{F} u - \mathcal{F} v\| \leq \alpha \|u - v\|
$$

for all $u, v \in \mathcal{E}$.

**Definition 4**. A mapping $\mathcal{F} : \mathcal{E} \to \mathcal{E}$ quasi-nonexpansive if for all $u \in \mathcal{E}$ and $p \in F(\mathcal{F})$ and $\alpha \in (0, 1)$, we have

$$
\|\mathcal{F} u - p\| \leq \alpha \|u - p\|
$$

**Definition 5** (see [16]). A mapping $\mathcal{F} : \mathcal{E} \to \mathcal{E}$ is called Suzuki’s generalized nonexpansive mapping if for all $u, v \in \mathcal{E}$, we have

$$
\frac{1}{2} \|u - \mathcal{F} u\| \leq \alpha \|u - v\| \implies \|\mathcal{F} u - \mathcal{F} v\| \leq \|u - v\|.
$$

Suzuki [16] proved that the generalized nonexpansive mapping is weaker than nonexpansive mapping and stronger than quasi-nonexpansive mapping and obtained some fixed points and convergence theorems for Suzuki’s generalized nonexpansive mappings. Recently, many authors have studied fixed-point theorems for Suzuki’s generalized nonexpansive mapping (see, e.g., [17]).

Senter and Dotson [7] introduced a class of mappings satisfying condition (I).

**Definition 6**. A mapping $\mathcal{F} : \mathcal{E} \to \mathcal{E}$ is said to satisfy condition (I), if there exists a nondecreasing function $f : [0, \infty) \to [0, \infty)$ with $f(0) = 0$ and $f(\delta) > 0$ for all
\( \delta > 0 \) such that \( \| u - F u \| \geq f ( d ( u, F ( u ))) \), for all \( u \in \mathcal{B} \), where \( d ( u, F ( u ))) = \inf_{ p \in F ( u )} \| u - p \|.

**Proposition 1** (see [16]). Let \( F : \mathcal{B} \to \mathcal{B} \) be any mapping. Then,

(i) If \( F \) is nonexpansive, then \( F \) is a Suzuki’s generalized nonexpansive mapping.

(ii) If \( F \) is a Suzuki’s generalized nonexpansive mapping and has a fixed point, then \( F \) is a quasi-nonexpansive mapping.

(iii) If \( F \) is a Suzuki generalized nonexpansive mapping, then

\[
\| u - F v \| \leq 3 \| F u - u \| / \| u - v \|, \quad \forall u, v \in \mathcal{B}. \tag{17}
\]

**Lemma 1** (see [16]). Suppose \( F : \mathcal{B} \to \mathcal{B} \) is Suzuki’s generalized nonexpansive mapping satisfying Opial property. If \( (u_n) \) converges weakly to \( u \) and \( \lim_{n \to \infty} \| F u_n - u_n \| = 0 \), then \( F u = u \).

**Lemma 2** (see [16]). Let \( \mathcal{X} \) be a uniformly convex Banach space and \( \mathcal{B} \) be a weakly compact convex subset of \( \mathcal{X} \). Assume that \( F : \mathcal{B} \to \mathcal{B} \) is Suzuki’s generalized nonexpansive mapping. Then, \( F \) has a fixed point.

**Lemma 3** (see [18]). Let \( \mathcal{X} \) be a uniformly convex Banach space and \( (t_n) \) be any real sequence such that \( 0 < p \leq t_n \leq q < 1 \) for all \( n \geq 1 \). Suppose that \( (u_n) \) and \( (v_n) \) be any two sequences of \( \mathcal{X} \) such that \( \lim \sup_{n \to \infty} \| u_n \| \leq r \), \( \limsup_{n \to \infty} \| v_n \| \leq r \), and \( \limsup_{n \to \infty} t_n u_n + (1 - t_n) v_n = r \) hold for some \( r \geq 0 \). Then, \( \lim \sup_{n \to \infty} \| u_n - v_n \| = 0 \).

**Definition 7.** (see [19]). Let \( \mathcal{X} \) be a Banach space and \( \mathcal{B} \) be a nonempty closed convex subset of \( \mathcal{X} \). Assume that \( (u_n) \) is a bounded sequence in \( \mathcal{X} \). For all \( u \in \mathcal{X} \), we set \( r (u, (u_n)) = \lim \sup_{n \to \infty} \| u_n - u \| \). The asymptotic radius of \( (u_n) \) relative to \( \mathcal{B} \) is the set \( r (\mathcal{B}, (u_n)) = \{ u \in \mathcal{B} : r (u, (u_n)) = r (\mathcal{B}, (u_n)) \} \).

It is known that, in a uniformly convex Banach space, \( r (\mathcal{B}, (u_n)) \) consists of exactly one point.

**Definition 8.** (see [20]). Let \( \mathcal{X} \) be a Banach space and \( F : \mathcal{X} \to \mathcal{X} \). Suppose that for all \( u \in \mathcal{X} \) and \( u_{n+1} = f ( F, u_n ) \) define an iteration procedure which gives a sequence of points \( (u_n) \) in \( \mathcal{X} \). Assume that \( (x_n) \) converges to \( p \). Suppose \( (v_n) \) be a sequence in \( \mathcal{X} \) and \( (e_n) \) be a sequence in \( [0, 1) \) given by \( e_n = \| v_{n+1} - f ( F, v_n ) \| \). Then, the iteration procedure defined by \( u_{n+1} = f ( F, u_n ) \) is said to be \( F \)-stable or stable with respect to \( F \) if

\[
\lim_{n \to \infty} e_n = 0 \quad \text{iff} \quad \lim_{n \to \infty} v_n = p. \tag{19}
\]

**Definition 9** (see [21]). Let \( \mathcal{X} \) be a Banach space and \( F : \mathcal{X} \to \mathcal{X} \). Then, \( F \) is called a contractive mapping on \( \mathcal{X} \) if there exist \( L \geq 0 \) and \( \alpha \in (0, 1) \) such that for each \( u, v \in \mathcal{X} \),

\[
\| F u - F v \| \leq L \| u - F u \| + \alpha \| u - v \|. \tag{20}
\]

By using (7), Osilake [21] established several stability results most of which are generalizations of the results of Rhoades [22] and Harder and Hicks [23].

**Definition 10** (see [24]). Let \( \mathcal{X} \) be a Banach space and \( F : \mathcal{X} \to \mathcal{X} \). Then, \( F \) is called a contractive mapping on \( \mathcal{X} \) if there exist \( b \in [0, 1) \) and a monotone increasing function \( \phi : [0, \infty) \to [0, \infty) \) such that \( \phi (0) = 0 \), such that for each \( u, v \in \mathcal{X} \),

\[
\| F u - F v \| \leq \phi ( \| u - F u \| ) + b \| u - v \|. \tag{21}
\]

**Lemma 4** (see [25]). If \( \lambda \) is a real number such that \( 0 \leq \lambda < 1 \), and \( (e_n) \) is the sequence of positive numbers such that

\[
\lim_{n \to \infty} e_n = 0, \tag{22}
\]

then for any sequence of positive numbers \( v_n \) satisfying

\[
v_{n+1} \leq \lambda v_n + e_n, \quad \text{for } n = 1, 2, \ldots, \tag{23}
\]

we have

\[
\lim_{n \to \infty} v_n = 0. \tag{24}
\]

### 3. S’-Iteration Process

Throughout this section, \( C \) be a nonempty set of a Banach space \( \mathcal{X} \), and for all \( n \geq 0 \), \( (\alpha_n) \), \( (\beta_n) \), \( (\gamma_n) \), and \( (\zeta_n) \) are real sequences in the interval \((0,1)\).

We generate the sequence \((u_n)\) iteratively, taking arbitrary \( u_0 \in C \), by

\[
\begin{align*}
\alpha_{n+1} & = (1 - \alpha_n)v_n + \alpha_n F v_n \\
\beta_n & = (1 - \beta_n)u_n + \beta_n F u_n \\
\gamma_n & = (1 - \gamma_n)u_n + \gamma_n F v_n \\
\zeta_n & = (1 - \zeta_n)u_n + \zeta_n F u_n
\end{align*}
\]

\[
\begin{cases}
\alpha_{n+1} = (1 - \alpha_n)v_n + \alpha_n F v_n \\
\beta_n = (1 - \beta_n)u_n + \beta_n F u_n \\
\gamma_n = (1 - \gamma_n)u_n + \gamma_n F v_n \\
\zeta_n = (1 - \zeta_n)u_n + \zeta_n F u_n
\end{cases}, \tag{25}
\]

First, we show that \( S' \)-iteration scheme (25) converges faster than all aforementioned iteration schemes for contractive mappings due to Berinde [26] and is stable.

### 4. Convergence and Stability Results of S’-Iteration Process

First, we establish convergence results for \( S' \)-iteration process:
Theorem 1. Let $\mathcal{X}$ be a Banach space and $\mathcal{E}$ be a nonempty closed convex subset of $\mathcal{X}$. Let $\mathcal{F}$ be a nonexpansive self mapping on $\mathcal{E}$, $(u_n)$ be a sequence defined by (25), and $F(\mathcal{F}) \neq \emptyset$. Then, $\lim_{n \to \infty} \|u_n - p\|$ exists for all $p \in F(\mathcal{F})$.

Proof. Let $p \in F(\mathcal{F})$ for all $n \in \mathbb{N}$. From (16), we have

$$\|x_n - p\| = \|\mathcal{F}((1 - \zeta_n)u_n + \zeta_n\mathcal{F}u_n) - p\|$$

$$\leq \|((1 - \zeta_n)u_n + \zeta_n\mathcal{F}u_n) - p\|$$

$$\leq (1 - \zeta_n)\|u_n - p\| + \zeta_n\|\mathcal{F}u_n - p\|$$

$$\leq (1 - \zeta_n)\|u_n - p\| + \zeta_n\|u_n - p\|$$

$$= \|u_n - p\|. $$

Thus,

$$\|u_{n+1} - p\| = \|\mathcal{F}((1 - \alpha_n)v_n + \alpha_n\mathcal{F}v_n) - p\|$$

$$\leq \|((1 - \alpha_n)v_n + \alpha_n\mathcal{F}v_n) - p\|$$

$$\leq (1 - \alpha_n)\|v_n - p\| + \alpha_n\|\mathcal{F}v_n - p\|$$

$$\leq (1 - \alpha_n)\|u_n - p\| + \alpha_n\|u_n - p\|$$

$$\leq (1 - \alpha_n)\|u_n - p\| + \alpha_n\|u_n - p\|$$

$$= \|u_n - p\|. $$

Hence, $\lim_{n \to \infty} \|u_n - p\|$ exists for all $p \in F(\mathcal{F})$.

Theorem 2. Let $\mathcal{X}$ a uniformly convex Banach space and $\mathcal{E}$ be a nonempty closed convex subset of $\mathcal{X}$. Let $\mathcal{F}: \mathcal{E} \to \mathcal{E}$ be a nonexpansive mapping. Suppose that $(u_n)$ is defined by the iteration process (25) and $F(\mathcal{F}) \neq \emptyset$. Then, the sequence $(u_n)$ converges to a point of $F(\mathcal{F})$ if and only if $\liminf_{n \to \infty} d(u_n, F(\mathcal{F})) = 0$ where $d(u, F(\mathcal{F})) = \inf\{\|u - p\|: p \in F(\mathcal{F})\}$.

Proof. Necessity is obvious. Suppose that $\liminf_{n \to \infty} d(u_n, F(\mathcal{F})) = 0$. As proved in Theorem 1,

$$\lim_{n \to \infty} \|u_n - u\|$$

exists for all $u \in F(\mathcal{F})$, so $\lim_{n \to \infty} d(u_n, F(\mathcal{F})) = 0$ by assumption. Now, we will prove that $(u_n)$ is a Cauchy sequence in $\mathcal{E}$. For given $\epsilon > 0$, there exists $N \in \mathbb{N}$ such that for all $n \geq N$,

$$d(u_n, F(\mathcal{F})) < \frac{\epsilon}{2}$$

In particular, $\inf\{\|u_N - p\|: p \in F(\mathcal{F})\} < (\epsilon/2)$. Hence, there exists $p^* \in F(\mathcal{F})$ such that $\|u_N - p^*\| < \epsilon/2$. Now for all $m, n \geq N$,

$$\|u_m - u_n\| \leq \|u_m - u_N\| + \|u_N - u_N\| + \|u_N - p^*\| + \|p^* - p\| < 2\|u_N - p^*\| < \epsilon,$$

which shows that $(u_n)$ is a Cauchy sequence in $\mathcal{E}$. But $\mathcal{E}$ is a closed subset of $\mathcal{X}$, so there exists $p \in \mathcal{E}$ such that $\lim_{n \to \infty} u_n = p$. Now, $\lim_{n \to \infty} d(u_n, F(\mathcal{F})) = 0$ gives $d(p, F(\mathcal{F}))$ which implies $p \in F(\mathcal{F})$.

Next, we prove that our iteration process is $\mathcal{F}$-stable or stable with respect to $\mathcal{F}$.

Theorem 3. Let $\mathcal{X}$ be a Banach space and $\mathcal{F}: \mathcal{X} \to \mathcal{X}$ be a mapping satisfying (21). Suppose $\mathcal{F}$ has a fixed point $p$. Let
Let \((u_n)\) be a sequence in \(\mathcal{X}\) satisfying (9). Then, \(S^*\)-iteration process (9) is \(\mathcal{F}\)-stable.

**Proof.** Let \((t_n)\) be an arbitrary sequence in \(\mathcal{X}\) and the sequence generated by (25) is \(u_{n+1} = f(\mathcal{F}, u_n)\) converging to a unique fixed point \(p\) and \(\varepsilon_n = \|t_{n+1} - f(\mathcal{F}, t_n)\|\). We will prove that \(\lim_{n \to \infty} \varepsilon_n = 0 \iff \lim_{n \to \infty} t_n = p.\) Assume that \(\lim_{n \to \infty} \varepsilon_n = 0\) and

\[
\|t_{n+1} - p\| = \|t_{n+1} - f(\mathcal{F}, t_n) + f(\mathcal{F}, t_n) - p\| \\
\leq \|t_{n+1} - f(\mathcal{F}, t_n)\| + \|f(\mathcal{F}, t_n) - p\| \\
\leq \|t_{n+1} - \mathcal{F}((1 - \alpha_n)s_n + \alpha_n \mathcal{F}s_n)\| + \|\mathcal{F}((1 - \alpha_n)s_n + \alpha_n \mathcal{F}s_n) - p\| \\
\leq \varepsilon_n + b\|1 - \alpha_n(1 - b)\|\|s_n - p\| \\
= \varepsilon_n + b\|1 - \alpha_n(1 - b)\|\|f((1 - \beta_n)r_n + \beta_n \mathcal{F}r_n) - t\| \\
\leq \varepsilon_n + b^2\|1 - \alpha_n(1 - b)\|\|\mathcal{F}((1 - \beta_n)r_n + \beta_n \mathcal{F}r_n) - p\| \\
= \varepsilon_n + b^2\|1 - \alpha_n(1 - b)\|\|\mathcal{F}((1 - \beta_n)r_n + \beta_n \mathcal{F}r_n) - \mathcal{F}((1 - \beta_n)r_n + \beta_n \mathcal{F}r_n)\| \\
\leq \varepsilon_n + b^2\|1 - \alpha_n(1 - b)\|\|\mathcal{F}((1 - \beta_n)r_n + \beta_n \mathcal{F}r_n) - \mathcal{F}((1 - \beta_n)r_n + \beta_n \mathcal{F}r_n)\| \\
\leq \varepsilon_n + b^2\|1 - \alpha_n(1 - b)\|\|\mathcal{F}((1 - \beta_n)r_n + \beta_n \mathcal{F}r_n) - \mathcal{F}((1 - \beta_n)r_n + \beta_n \mathcal{F}r_n)\|. \\
\]  

(32)

Since \(b \in [0, 1)\) and \((\alpha_n), (\beta_n), (\gamma_n),\) and \((\zeta_n)\) are in \([0, 1),\)

\[
b^4\|1 - \alpha_n(1 - b)\|\|1 - \beta_n(1 - b)\|\|1 - \gamma_n(1 - b)\|\|1 - \zeta_n(1 - b)\| < 1. \\
\]  

(33)

\[
\varepsilon_n = \|t_{n+1} - f(\mathcal{F}, t_n)\| \\
= \|t_{n+1} - p + p - f(\mathcal{F}, t_n)\| \\
\leq \|t_{n+1} - p\| + b\|1 - \alpha_n\|\|s_n - p\| \\
= \|t_{n+1} - p\| + b\|1 - \alpha_n\|\|\mathcal{F}((1 - \beta_n)r_n + \beta_n \mathcal{F}r_n) - p\| \\
\leq \|t_{n+1} - p\| + b^2\|1 - \alpha_n\|\|\mathcal{F}((1 - \beta_n)r_n + \beta_n \mathcal{F}r_n) - \mathcal{F}((1 - \beta_n)r_n + \beta_n \mathcal{F}r_n)\| \\
\leq \|t_{n+1} - p\| + b^2\|1 - \alpha_n\|\|\mathcal{F}((1 - \beta_n)r_n + \beta_n \mathcal{F}r_n) - \mathcal{F}((1 - \beta_n)r_n + \beta_n \mathcal{F}r_n)\| \\
\leq \|t_{n+1} - p\| + b^2\|1 - \alpha_n\|\|\mathcal{F}((1 - \beta_n)r_n + \beta_n \mathcal{F}r_n) - \mathcal{F}((1 - \beta_n)r_n + \beta_n \mathcal{F}r_n)\| \\
\leq \|t_{n+1} - p\| + b^2\|1 - \alpha_n\|\|\mathcal{F}((1 - \beta_n)r_n + \beta_n \mathcal{F}r_n) - \mathcal{F}((1 - \beta_n)r_n + \beta_n \mathcal{F}r_n)\|. \\
\]  

(34)

Taking limit as \(n \to \infty\) in (34), we get \(\lim_{n \to \infty} \varepsilon_n = 0\).

Now, we present an example to compare the rate of convergence of our iteration scheme with others. \(\square\)

**Example 1.** Let \(\mathcal{X} = \mathbb{R}\) and \(C = [1, 50].\) Let \(\mathcal{F}: \mathcal{C} \to \mathcal{C}\) be a mapping defined by \(\mathcal{F}u = \sqrt{u^2 - 9u + 54}\) for all \(u \in \mathcal{C}.\) For \(u_1 = 30\) and \(\alpha_n = \beta_n = \gamma_n = \frac{3}{4}, n = 1, 2, 3, \ldots,\) from Table 1, we can see that all the iteration procedures are converging to \(p^* = 6.\) Clearly, our iteration process requires the least number of iteration as compared to other iteration schemes.

In Figure 1, black curve represents our iteration process. The graphical view shows that our iteration process requires less number of iterations as compared to the other iteration processes. The number of iterations in which these processes attain the fixed point is given in Table 2:

---

### 5. Some Convergence Results for Suzuki’s Generalized Nonexpansive Mappings

This section contains some weak and strong convergence results for a sequence generated by \(S^*\)-iteration process for Suzuki generalized nonexpansive mappings in the setting of uniformly convex Banach spaces.
1: Graphical representation of convergence of iterative schemes.

<table>
<thead>
<tr>
<th>Step</th>
<th>Picard</th>
<th>Ishikawa</th>
<th>Noor</th>
<th>Agarwal</th>
<th>Abbas</th>
<th>Thakur</th>
<th>K. Ullah</th>
<th>S*-iter.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>30.000</td>
<td>30.000</td>
<td>30.000</td>
<td>30.000</td>
<td>30.000</td>
<td>30.000</td>
<td>30.000</td>
<td>30.000</td>
</tr>
<tr>
<td>9</td>
<td>6.718</td>
<td>6.101</td>
<td>6.036</td>
<td>6.004</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
</tr>
<tr>
<td>10</td>
<td>6.218</td>
<td>6.053</td>
<td>6.009</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
</tr>
<tr>
<td>11</td>
<td>6.058</td>
<td>6.017</td>
<td>6.002</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
</tr>
<tr>
<td>12</td>
<td>6.014</td>
<td>6.009</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
</tr>
<tr>
<td>13</td>
<td>6.003</td>
<td>6.001</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
</tr>
<tr>
<td>14</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
</tr>
<tr>
<td>15</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
</tr>
<tr>
<td>16</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
</tr>
<tr>
<td>17</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
</tr>
<tr>
<td>18</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
</tr>
<tr>
<td>19</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
</tr>
<tr>
<td>20</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
</tr>
<tr>
<td>21</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
</tr>
<tr>
<td>22</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
</tr>
<tr>
<td>23</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
</tr>
<tr>
<td>24</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
</tr>
<tr>
<td>25</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
</tr>
<tr>
<td>26</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
</tr>
<tr>
<td>27</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
</tr>
<tr>
<td>28</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
</tr>
<tr>
<td>29</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
</tr>
<tr>
<td>30</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
<td>6.000</td>
</tr>
</tbody>
</table>

Table 1: Comparison of the rate of convergence with various iteration schemes.

Figure 1: Graphical representation of convergence of iterative schemes.

Table 2: Number of iterations in which fixed point attains.

<table>
<thead>
<tr>
<th>Iterative method</th>
<th>Number of iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Picard</td>
<td>25</td>
</tr>
<tr>
<td>Ishikawa</td>
<td>27</td>
</tr>
<tr>
<td>Noor</td>
<td>25</td>
</tr>
<tr>
<td>Agarwal</td>
<td>18</td>
</tr>
<tr>
<td>Abbas</td>
<td>15</td>
</tr>
<tr>
<td>Thakur</td>
<td>13</td>
</tr>
<tr>
<td>K. Ullah</td>
<td>9</td>
</tr>
<tr>
<td>S*-iter.</td>
<td>5</td>
</tr>
</tbody>
</table>

Lemma 5. Suppose that \( \mathcal{C} \) be a nonempty closed convex subset of a Banach space \( \mathcal{X} \). Let \( \mathcal{F}: \mathcal{C} \rightarrow \mathcal{C} \) be a Suzuki generalized nonexpansive mapping with \( F(\mathcal{F}) \neq \phi \). For \( u_0 \in \mathcal{C} \), the sequence \( (u_n) \) generated by \( \mathcal{S} \)-iteration process, \( \lim_{n \to \infty} \|u_n - p\| \) exists for all \( p \in F(\mathcal{F}) \).

Proof. Result follows from Proposition 1(i) and Theorem 1. \( \square \)

Lemma 6. Suppose that \( \mathcal{C} \) be a nonempty closed convex subset of a uniformly Banach space \( \mathcal{X} \). Let \( \mathcal{F}: \mathcal{C} \rightarrow \mathcal{C} \) be a Suzuki’s generalized nonexpansive mapping with \( F(\mathcal{F}) \neq \phi \). For arbitrarily chosen \( u_0 \in \mathcal{C} \), the sequence \( (u_n) \) is generated by \( \mathcal{S} \)-iteration process. Then, \( F(\mathcal{F}) \neq \phi \) if and only if \( (u_n) \) is bounded and \( \lim_{n \to \infty} \|F_{\mathcal{u}} - u_n\| = 0 \).
Proof. Suppose that \( F(\mathcal{F}) \neq \emptyset \) and let \( p \in \mathcal{B} \). Then, by Lemma 5, \( \lim_{n \to \infty} \| u_n - p \| \) exists and \( (u_n) \) is bounded. Let
\[
\lim_{n \to \infty} \| u_n - p \| = r.
\] (35)

From (26) and (37), we have
\[
\limsup_{n \to \infty} \| u_n - p \| \leq \limsup_{n \to \infty} \| u_n - p \| = r. \tag{36}
\]
By the Proposition 1 (iii), we have
\[
\limsup_{n \to \infty} \| \mathcal{F} x_n - p \| \leq \limsup_{n \to \infty} \| u_n - p \| = r, \tag{37}
\]
\[
\| u_{n+1} - p \| = \| \mathcal{F} ((1 - \alpha_n) v_n + \alpha_n \mathcal{F} v_n) - p \| \\
\leq \| (1 - \alpha_n) v_n + \alpha_n \mathcal{F} v_n - p \| \\
= \| \mathcal{F} ((1 - \beta_n) w_n + \beta_n \mathcal{F} w_n) - p \| \\
\leq \| w_n - p \| \\
\leq \| \mathcal{F} ((1 - \gamma_n) x_n + \gamma_n \mathcal{F} x_n) - p \| \\
\leq (1 - \gamma_n) \| u_n - p \| + \gamma_n \| x_n - p \| \\
= \| u_n - p \| - \gamma_n \| u_n - p \| + \gamma_n \| x_n - p \|. \tag{38}
\]
This implies that
\[
\frac{\| u_{n+1} - p \| - \| u_n - p \|}{\gamma_n} \leq \left( \| x_n - p \| - \| u_n - p \| \right),
\]
\[
\frac{\| u_{n+1} - p \| - \| u_n - p \|}{\gamma_n} \leq \frac{\| u_{n+1} - p \| - \| u_n - p \|}{\gamma_n} \\
\leq \left( \| x_n - p \| - \| u_n - p \| \right),
\]
\[
\| u_{n+1} - p \| \leq \| x_n - p \|, \tag{39}
\]
\[
r \leq \liminf_{n \to \infty} \| x_n - p \|, \tag{40}
\]
\[
\lim_{n \to \infty} \| x_n - p \| = r,
\]
\[
\lim_{n \to \infty} \| (1 - \xi_n) u_n + \xi_n \mathcal{F} (u_n) - p \| = r, \tag{41}
\]
\[
\lim_{n \to \infty} \| (1 - \lambda_n) (u_n - p) + \lambda_n (\mathcal{F} (u_n) - p) \| = r.
\]
From equations (26) and (37) and Lemma 3, we have
\[
\lim_{n \to \infty} \| \mathcal{F} u_n - u_n \| = 0. \tag{42}
\]

Conversely, assume that \( (u_n) \) is bounded and \( \lim_{n \to \infty} \| \mathcal{F} u_n - u_n \| = 0 \). Suppose that \( p \in \mathcal{A}(\mathcal{B}, (u_n)) \). Using Proposition 1 (iii), we get
\[
r(\mathcal{F} p, (u_n)) = \limsup_{n \to \infty} \| u_n - \mathcal{F} p \| \\
\leq \limsup_{n \to \infty} \left[ 3 \| \mathcal{F} u_n - u_n \| + \| u_n - p \| \right] \\
\leq \limsup_{n \to \infty} \| u_n - p \| \\
= r(p, (u_n)). \tag{43}
\]

This shows that \( \mathcal{F} p \in \mathcal{A}(\mathcal{B}, (u_n)) \). Since \( \mathcal{X} \) is uniformly convex, \( \mathcal{A}(\mathcal{B}, (u_n)) \) is bounded. Thus, we have \( \mathcal{F} p = p \), that is, \( F(\mathcal{F}) \neq \emptyset \).

\[\square\]

**Theorem 4** (weak convergence theorem). Suppose that \( \mathcal{B} \) be a nonempty closed convex subset of a uniformly Banach space \( \mathcal{X} \) with the Opial property. Let \( \mathcal{F}: \mathcal{B} \to \mathcal{B} \) be Suzuki's generalized nonexpansive mapping. For arbitrarily chosen \( u_0 \in \mathcal{B} \), let the sequence \( (u_n) \) be generated by \( S^* \)-iteration process with \( F(\mathcal{F}) \neq \emptyset \). Then, \( (u_n) \) converges weakly to a fixed point of \( \mathcal{F} \).

Proof. Since \( F(\mathcal{F}) \neq \emptyset \), by Lemma 6, the sequence \( (u_n) \) is bounded and \( \lim_{n \to \infty} \| \mathcal{F} u_n - u_n \| = 0 \). Also, as \( \mathcal{X} \) is uniformly convex so \( \mathcal{X} \) is reflexive, thus by Eberlin's theorem, there exists a subsequence of \( (u_n) \) say \( (u_{n_k}) \) which converges weakly to some \( q_1 \in \mathcal{X} \). Now, since \( \mathcal{B} \) is closed and convex so by Mazur's theorem \( q_1 \in \mathcal{B} \). Hence, by Lemma 1, \( q_1 \in F(\mathcal{F}) \). We show that \( (u_n) \) converges weakly to \( q_1 \). On contrary, suppose that it is not true. Then, there must exist a subsequence of \( (u_n) \), say \( (u_{n_k}) \), such that \( (u_{n_k}) \) converges weakly to \( q_2 \in \mathcal{B} \) with \( q_1 \neq q_2 \). Using Lemma 1, we have \( q_2 \in F(\mathcal{F}) \). Now, since \( \lim_{n \to \infty} \| u_n - p \| \) exists for all \( p \in F(\mathcal{F}) \). Using Lemma 6 and Opial property, we have
\[
\lim_{n \to \infty} \| u_n - q_1 \| = \lim_{n \to \infty} \| u_n - q_2 \| \\
< \lim_{n \to \infty} \| u_n - q_2 \| \\
= \lim_{n \to \infty} \| u_n - q_2 \| \\
= \lim_{n \to \infty} \| u_n - q_1 \| \\
= \lim_{n \to \infty} \| u_n - q_2 \|, \tag{44}
\]
which is a contradiction; hence, \( q_1 = q_2 \). This shows that \( (u_n) \) converges weakly to a fixed point of \( \mathcal{F} \).

\[\square\]

**Theorem 5** (strong convergence theorem). Suppose that \( \mathcal{B} \) be a nonempty closed convex subset of a uniformly Banach space \( \mathcal{X} \). Let \( F: \mathcal{B} \to \mathcal{B} \) be a Suzuki's generalized nonexpansive mapping. For arbitrarily chosen \( u_0 \in \mathcal{B} \), let the sequence \( (u_n) \) be generated by \( S^* \)-iteration process with \( F(\mathcal{F}) \neq \emptyset \). Then, \( (u_n) \) converges strongly to a fixed point of \( \mathcal{F} \).

Proof. Using Lemma 2, we get \( F(\mathcal{F}) \neq \emptyset \) and hence by Lemma 6, we have \( \lim_{n \to \infty} \| \mathcal{F} u_n - u_n \| = 0 \). By the compactness of \( \mathcal{B} \), there exists a subsequence of \( (u_n) \), say \( (u_{n_k}) \), converging strongly to some \( p \in \mathcal{B} \). Now by using Proposition 1 (iii), we get
\[
\| u_{n_k} - \mathcal{F} p \| \leq 3 \| \mathcal{F} u_{n_k} - u_{n_k} \| + \| u_{n_k} - p \|. \tag{45}
\]
Taking limit \( i \to \infty \), we get \( \mathcal{F} p = p \), that is, \( p \in F(\mathcal{F}) \).

By using Lemma 5, \( \lim_{n \to \infty} \| u_n - p \| \) exists for all \( p \in F(\mathcal{F}) \); hence, \( (u_n) \) converges strongly to \( p \).

\[\square\]
Theorem 6. Suppose that $\mathcal{F}$ be a nonempty closed convex subset of a uniformly Banach space $X$. Let $\mathcal{F}: \mathcal{F} \to \mathcal{F}$ be a Suzuki’s generalized nonexpansive mapping. For arbitrarily chosen $u_0 \in \mathcal{F}$, the sequence $(u_n)$ be generated by $S^t$-iteration process with $F(\mathcal{F}) \neq \emptyset$. If $\mathcal{F}$ satisfies condition (1), then $(u_n)$ converges strongly to a fixed point of $\mathcal{F}$.

Proof. By Lemma 5, $\lim_{n \to \infty} \|u_n - p\| = 0$ exists for all $p \in F(\mathcal{F})$; hence, $\lim_{n \to \infty} d(u_n, F(\mathcal{F})) = 0$. Let $\|u_n - p\| \leq \delta$ for some $\delta > 0$. Now if $\delta = 0$, then there is nothing to prove. Suppose $\delta > 0$; from condition (1) and the hypothesis, we have

$$f(d(u_n, F(\mathcal{F}))) \leq \|F u_n - u_n\| = 0,$$

(46)

As $F(\mathcal{F}) \neq \emptyset$, by Lemma 5, we have $\lim_{n \to \infty} \|F u_n - u_n\| = 0$. Hence, (46) implies that $\lim_{n \to \infty} f(d(u_n, F(\mathcal{F}))) = 0$.

(47)

Since $f$ is a nondecreasing function, by equation (47), we get $\lim_{n \to \infty} (d(u_n, F(\mathcal{F}))) = 0$. Thus, we have a subsequence $(u_n)$ of $(u_n)$ and a sequence $(y_i)$ in $F(\mathcal{F})$ such that

$$\|u_{n+1} - y_i\| < \frac{1}{2^{i+1}}$$

(48)

From equation (48),

$$\|u_{n+1} - y_i\| \leq \|u_n - y_i\| < \frac{1}{2^{i+1}}$$

$$\|y_{i+1} - y_i\| \leq \|y_{i+1} - u_{i+1}\| + \|u_{i+1} - y_i\|$$

$$\leq \frac{1}{2^{i+1}} + \frac{1}{2^{i+1}}$$

$$< \frac{1}{2^{i+1}}.$$ (49)

Letting $i \to \infty$, we get $1/2^{i+1} \to 0$. Hence, $(y_i)$ is a Cauchy sequence in $F(\mathcal{F})$, so it converges to $p$. As $F(\mathcal{F})$ is closed, $p \in F(\mathcal{F})$ and then $(u_n)$ converges strongly to $p$. Since $\lim_{n \to \infty} \|u_n - p\| = 0$ exists, we have $u_n \to p \in F(\mathcal{F})$. This completes the proof.
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