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Gates are important operating facilities and resources in civil airports. It is a core task in the airport operation management to select reasonable gates for inbound and outbound flights. We present a continuous time formulation with second-order cone programming (SOCP) for the gate assignment problem which allocates flights to available gates to optimize both the transfer time of passengers and the robustness of the airport operations schedules. The problem is formulated as a mixed integer nonlinear program, and then, the quadratic objective that minimizes the walking distance of transferring passengers is linearized, and the objective that minimizes the variance of idle time at the gates is transformed to a second-order cone constraint with a linear objective function. Then, a Lagrangian relaxation algorithm is developed by exploiting the problem structure. Computational tests are carried out to illustrate the efficiency of the model and the algorithms. It is shown that the continuous time formulation is more efficient than the existing model, and the Lagrangian relaxation algorithm can obtain better solutions faster than a commercial solver.

1. Introduction

The gate at civil airports serves as the end point of the arriving aircraft and the starting point of the departing aircraft. It provides a place for aircraft parking, passengers boarding and disembarking, and baggage loading, as well as a transit point for aviation and ground transportation. With the significant increase in civil aviation business in the past decades, the management and coordination ability of airports and airlines are facing enormous challenges. Gates are important operating facilities and scarce resources which play a critical role in the airports operation system, linking the service of airside and landside, to ensure the smooth operation of the airport ground. It is not only costly but also limited by many external factors to relieve the capacity pressure of the gates by expanding the airport. Therefore, utilizing the limited available gates more efficiently becomes the main focus of the management of airports.

As one of the important issues that airport operations managers face every day, the gate assignment problem (GAP) is to allocate flights to available gates under a set of technical and management constraints in order to maximize the satisfaction of the passengers and the operational efficiency of the airport. With the development of the air transportation industry, the demand for gates at the airports is increasing rapidly. Inherent delays of air transport operations will bring uncertainties and have a great impact on the gate assignment plan. Therefore, robustness of the gate assignment plan is important to deal with potential risks due to flight delays. We study the gate assignment problem under the deterministic conditions to provide an initial gate assignment plan with robustness, which facilitates the online adjustments. In order to balance the multiple interests of different stakeholders in the gate assignment process, this article considers the gate assignment problem with three weighted objectives, including the number of ungated flights, i.e., flights assigned to the remote apron stand, total distance that passengers need to transfer flights, and variance of idle time at the gates. A lot of studies have focused on the gate assignment problem with different characteristics. The first research studies which focus on the gate assignment appeared in the early 1970s, e.g., study by Braaksma and
Das[2,3] and Bouras et al. [3] provided a comprehensive survey of the developments of the gate assignment problems and prove the utilization of gates at airports. A comprehensive modelling and solution techniques were developed to improve the utilization of gates at airports. Over the past few decades, numerous approaches to measure the robustness of the GAP were proposed. Dorndorf et al. [16] modelled the gate assignment problem as a resource constrained project scheduling problem based on discrete time methods; that is, the planning period is considered in this article. Liu et al. [24] proposed a multiobjective model for the robust gate assignment problem and solved it using a representative optimizer. Xu et al. [31] proposed a new formulation for the robust gate assignment problem and transformed it into a series of binary models which are tractable. Deng et al. [32] proposed a multiobjective model for the robust gate assignment problem and solved it using a representative optimizer. Kaliszewski et al. [28] compared the performance of the algorithm with two metaheuristic algorithms. Ding et al. [30] considered stochastic gate constraints instead of deterministic ones in order to mitigate the impact of stochastic flight delays and improve the robustness of solutions. Xu et al. [31] proposed a new formulation for the robust gate assignment problem and transformed it into a series of binary models which are tractable. Deng et al. [32] proposed a multiobjective model for the robust gate assignment problem and solved it using a representative optimizer.

Among the existing researches, many mathematical programming approaches have been proposed for the GAP and achieved good optimization effects such as reducing the walking distance of passengers, improving the utilization of the gates, and equilibrating the idle time of gates. But there are still some shortcomings, such as the mathematical models are not efficient enough and less consideration of multiple objectives. Therefore, it is necessary to develop new modelling and solution methods for the multiobjective GAP. Early modelling methods developed for the GAP were based on discrete time methods; that is, the planning period was divided into equal time periods, and all the events (such as start and end of the activities) occurred at the endpoints of the time period. This modelling method suffers from the drawback that the dimension of model increases fast with the number of time periods. Continuous time modelling methods, which include sequence-based modelling method and event-based modelling method, were first proposed by the researchers in chemical engineering to avoid the limitations of discrete time modelling method (see a review by Floudas and Lin [33]). The sequence-based continuous time modelling method which obtains a full schedule by deciding
pair-wise sequences of the tasks has applications for the gate assignment problems in recent years, such as Liu et al. [24]. In this article, a more efficient formulation for the GAP is proposed using the event-based modelling method. Time slots are defined as several time periods with arbitrary length located at the planning period of a gate, each time slot representing an event, i.e., the duration of a flight staying at the gate. Figure 1 shows the definition of time slots for the gate assignment problem. The timings of all the events can be presented by special logical constraints. Thus, modelling the gate assignment problem by event-based continuous time modelling method will substantially reduce the number of binary variables comparing the discrete time modelling method and sequence-based continuous time modelling method.

Moreover, many studies examined the GAP as a quadratic assignment problem, as a result common optimization software or exact algorithms cannot solve it efficiently, and then, most researchers focus on resolving different variants of the problem by meta-heuristics methods. In this article, we optimize the gate assignment problem by formulating it as a mixed integer SOCP model. SOCP has been widely used in various fields, such as combinatorial optimization, robust optimization, machine learning, and optimal control, because it can be effectively solved by the interior point algorithm, see a review of its applications by Alizadeh and Goldfarb [34]. Mainstream optimization solvers such as IBM ILOG CPLEX can solve SOCP with integer variables efficiently. Utilizing the characteristic of second-order cone, the gate assignment problem that minimizes the variance of idle time at the gates can be transformed into a program with linear objective and second-order cone constraints.

The remainder of the paper is organized as follows. The gate assignment problem considered in this paper is described and formulated in Section 2; model reformulation strategies and settings are also discussed. A Lagrangian relaxation algorithm is developed in Section 3 for solving large problems. Computational experiments which test the performance of the modelling and solution approach are presented in Section 4. The conclusions are presented in Section 5.

2. Formulation of the GAP

2.1. Problem Description. The gate assignment problem involves the interests of multiple parties such as airports, passengers, and airlines, which is a multiobjective combinatorial optimization problem. Previous researches on the gate assignment problem mainly focus on improving the quality of passenger services and optimizing the operating efficiency of airports and airlines. In order to balance the multiple interests of different stakeholders in the gate assignment process, the gate assignment problem considered in this article optimizes three objectives:

1. Minimize the number of ungated flights
   Terminal gate is the linkage between airside and landside. Passengers can walk directly from one side to the other through the bridge equipped at the gate. However, gates are very scarce resources at the airport. If no gate is available when a flight arrives, it should be allocated to the apron. Then, passengers need to be transferred between the aircraft and the terminal building by transfer buses, which will increase the connection time and operational cost, and also decrease the satisfactory of passengers. Thus, the primary goal is to minimize the number of ungated flights.

2. Minimize the total distance that passengers need to transfer flights
   From the passengers’ points of view, walking distance is a common consideration. In practice, arriving passengers and departing passengers do not pay much attention to the walking distance in the airport, while transferring walking distance between two connecting flights is most concerned since the idle time between two flights may be limited due to flight delay or variations. Thus, the walking distance for transferring passengers can be minimized by a well-designed gate assignment.

3. Minimize the variance of idle time at the gates
   In order to maintain the robustness of the airport operating system, the gate assignment plan should be insensitive to the disruptions such as flight delay or cancellations due to severe weather and air traffic control. A reasonable way to achieve this goal is to retain enough idle time before arrival of each flight, which is to say the idle time before arrival of the flights should be equilibrium. In mathematics, this objective can be expressed by minimization of the variance of idle time.

Moreover, the following constraints need to be met to produce a feasible flight gate assignment:

1. Exclusive constraint. The flight is exclusive to the gate in time and space; i.e., one gate can serve no more than one flight at any time.
modelling method. Each flight needs to be assigned to one gate or the apron in the whole process from its arrival to departure.

(3) Buffer time constraint. For any two flights that are consecutively assigned to the same gate, there should be a necessary safety time interval, called the buffer time at the gate, to ensure safety of the flights, and to give sufficient ground working time. Moreover, the buffer time can also relieve the pressure from stochastic delays of flights.

(4) Type-matching constraint. The type of aircraft should match the type of gate; that is, large aircrafts are not allowed to be assigned to small gates, but small aircraft can be assigned to large gates, which can meet the service requirements of small aircrafts. However, the latter treatment will reduce the utilization of gates and affect the assignment for subsequent large aircrafts.

2.2. Mathematical Model. According to the objectives and constraints described in Section 2.1, a nonlinear programming model with binary variables is formulated for the gate assignment problem using the event-based continuous time modelling method.

2.2.1. Sets and Parameters

\( N \): set of all the flights at the airport during the planning period
\( M \): set of all the gates available at the airport during the planning period
\( M_i \): set of feasible gates available for flight \( i, i \in N \)

\( M^0 \): the remote apron stand, \( M^+ = M \cup M^0 \) and \( M_i^* = M_i \cup M^0 \), \( i \in N \)
\( E \): set of time slots of each gate; \( |E|+1 \) indicates the end of the planning period, the set \( E^+ = E \cup \{ |E|+1 \} \)
\( A_i \): arrival time of flight \( i, i \in N \)
\( D_i \): departure time of flight \( i, i \in N \)
\( B \): buffer time for consecutive flights at the gate

\( p_{kk'} \): distance from gate \( k \) to gate \( k', k,k' \in M^+ \)
\( n_{i'i} \): number of transferring passengers from flight \( i \) to flight \( i', i,i' \in N \)
\( T \): time period considered in the problem
\( \alpha \): weight coefficient for the objective of assigning flights to the remote apron stand
\( \beta \): weight coefficient for the objective of total walking distance of transferring passengers
\( \gamma \): weight coefficient for the objective of variance of idle time at the gates

2.2.2. Decision Variable

\[ x_{ik} = \begin{cases} 1, & \text{if flight } i \text{ is assigned to gate } k \\ 0, & \text{otherwise} \end{cases}, \quad i \in N, k \in M_i^* \]

\[ y_{ikl} = \begin{cases} 1, & \text{if flight } i \text{ is in time slot } l \text{ of gate } k \\ 0, & \text{otherwise} \end{cases}, \quad i \in N, k \in M_i^*, l \in E \]

\( w_{kl} \): idle time at gate \( k \) before time slot \( l, k \in M, l \in E^+ \)

2.2.3. Mixed Integer Nonlinear Programming Model.

\[
\begin{align*}
\min \alpha \sum_{i \in N} x_{iM^0} + \beta \sum_{i \in N} \sum_{k \in M_i^*} \sum_{l \in E} y_{ikl} p_{kl} x_{ikl'} + \gamma \sum_{k \in M} \sum_{l \in E} w_{kl}^2,
\end{align*}
\]

s.t.

\[
\sum_{k \in M_i^*} x_{ik} = 1, \quad i \in N,
\]

\[
\sum_{l \in E} y_{ikl} = x_{ik}, \quad i \in N, k \in M_i,
\]

\[
\sum_{i \in N} y_{ikl} \leq 1, \quad k \in M, l \in E,
\]

\[
y_{ikl} + y_{i'k,l-1} \leq 1, \quad i,i' \in N, A_i - D_{i'} < B, k \in M_i \cap M_{i'}, l \in E \cup \{1\},
\]

\[
\sum_{i \in N} y_{ik,l-1} \geq \sum_{i \in N} y_{ikl}, \quad k \in M, l \in E,
\]

\[
w_{k1} \geq A_i y_{ik1}, \quad i \in N, k \in M_i,
\]

\[
w_{kl} \geq (A_i - D_{i'})(y_{ikl} + y_{i'k,l-1} - 1), \quad i,i' \in N, A_i - D_{i'} \geq B, k \in M_i \cap M_{i'}, l \in E \cup \{1\},
\]
\[
\begin{align*}
  w_{k,E_l+1} & \geq (T - D_i) \left( y_{ikl} - \sum_{i \in N} y_{i,k+1} \right), & i \in N, k \in M_i, l \in E \setminus \{E\}, \\
  w_{k,E_l+1} & \geq (T - D_i) y_{i,k[\cdot]}, & i \in N, k \in M_i^+, \\
  x_{ik} & \in \{0, 1\}, & i \in N, k \in M_i^+, \\
  y_{ikl} & \in \{0, 1\}, & i \in N, k \in M_i, l \in E, \\
  w_{ikl} & \geq 0, & k \in M, l \in E^+. 
\end{align*}
\]

The objective (1) minimizes the weighted summation of the penalty of assigning flights to the remote apron stand, the total distance that passengers need to transfer flights, and the variance of idle time. Constraint (2) ensures that each flight have to be assigned to one gate or the apron. Constraint (3) indicates that any flight assigning to a gate must be assigned to an event of the gate. Constraint (4) indicates that each event can be assigned with at most one flight. Constraint (5) avoids flight assignments with conflict arrival and departure time. Constraint (6) indicates that an event is assigned unless its previous event is assigned. Constraints (7)–(10) indicate the relationship between the idle time before each event and the assignment variables. Constraints (11)–(13) are boundary constraints on the variables.

It is worthy to note that since the number of time slots must be greater than the number of flights assigned to the gate, there will be some empty time slots to which no flights will be assigned. For constraint (6), we hope that all of the actual events are continuously arranged without empty time slots between them, and all the empty time slots are arranged at the end. This can facilitate the calculation of \( w_{ikl} \), i.e., constraints (7)–(10), and this treatment does not affect the feasible assignments since the events are defined flexibly according to the assignment rather than defined on fixed time table.

2.3. Model Reformulation. Due to the complexity of the model presented above, it is extremely difficult to solve the model by optimization software or exact algorithms such as branch and bound. In this subsection, the objective function of minimizing the total walking distance of transferring passengers is transformed into a linear objective and a set of linear constraints, and the second part of objective function that minimizes the variance of idle time is transformed into a linear objective and a second-order cone constraint.

(1) Reformulate the objective function of walking distance

Introduce decision variable \( z_{il} \) to determine the distance that passengers need to transfer from flight \( i \) to flight \( i' \) for \( i, i' \in N \):

\[
  z_{il} = \sum_{k \in M_i^+} \sum_{k' \in M_i'^{+}} p_{kk'} x_{ik} x_{ik'}, \quad i, i' \in N.
\]

Considering the minimum feature of the objective function, constraint (14) can be equivalently transformed into the following constraints:

\[
  z_{il} \geq p_{kk'} (x_{ik} + x_{ik'} - 1), \quad i, i' \in N, k \in M_i^+, k' \in M_i'^{+}.
\]

Although the transformation from (14) to (15) increased the number of constraints, the model with minimizing the total distance for passengers to transfer flights is transformed into a linear program, which is conducive to use optimization software such as CPLEX to get solutions:

\[
  \min \beta \sum_{i \in N} \sum_{l \in E} n_{il} z_{il}.
\]

(2) Reformulate the objective function of idle time variance

In this part, we show how to reformulate the objective function of idle time variance. By introducing an auxiliary variable \( W \) to replace the total variance of idle time and considering the minimization objective function, a second-order cone constraint can be obtained:

\[
  \sqrt{\sum_{k \in M} \sum_{i \in E} w_{ikl}^2} \leq W.
\]

The objective function that minimizes the total variance of idle time is transformed into a linear one:

\[
  \min \gamma W.
\]

In summary, the new formulation can be stated as follows:

\[
(P) \min \alpha \sum_{i \in M} x_{ii} + \beta \sum_{i \in N} \sum_{l \in E} n_{il} z_{il} + \gamma W \quad \text{s.t.} \quad (2) - (13), (15), (17).
\]

The new formulation could be optimally solved by mainstream optimization solvers such as IBM ILOG CPLEX for small-sized instances.
2.4. Determine the Number of Time Slots. The number of time slots defined in the model directly affects the number of decision variables existing in the model. The well-designed number of time slots is very beneficial to improve the model’s solving efficiency. In this article, the number of time slots is determined using the following heuristic algorithm (Algorithm 1).

3. Lagrangian Relaxation Algorithm

Since the GAP is NP-hard, only small instances can be optimally solved by applying optimization solvers. Moreover, integer variables and continuous variables are closely coupled with each other in some constraints of the model, which makes the model technically intractable. In this section, we design a Lagrangian relaxation algorithm to generate approximate solutions, the quality of which can be evaluated by the lower bounds provided by the algorithm. The framework of the Lagrangian relaxation algorithm is shown in Figure 2.

3.1. Copying Variables and Decomposition. Lagrangian relaxation algorithm is to construct a relaxed problem by relaxing the coupling constraints. A lower bound for the objective value of the primary problem can be obtained by solving the relaxed problem optimally, and the dual of the relaxed problem provides optimal Lagrangian multipliers. Since the conflict among the three objectives of the gate assignment problem leads to the difficulties in solving the model, a decomposition scheme is designed by copying binary variables and relaxing the coupling constraints.

The decomposition scheme is started by introducing a set of auxiliary variables $x_{ik}^\prime (i \in N, k \in M_i^\prime)$ and $y_{ikl}^\prime (i \in N, k \in M_i^\prime, l \in E)$ and adding the following constraints to the model (P):

$$x_{ik} = x_{ik}^\prime, \quad i \in N, k \in M_i^\prime,$$

$$y_{ikl} = y_{ikl}^\prime, \quad i \in N, k \in M_i^\prime, l \in E,$$

$$x_{ik}^\prime \in \{0, 1\}, \quad i \in N, k \in M_i^\prime,$$

$$y_{ikl}^\prime \in \{0, 1\}, \quad i \in N, k \in M_i^\prime, l \in E.$$  

Rewrite constraints (7)—(10) and (15) as follows:

$$w_{k|l} \geq A_{i} y_{ikl}^\prime, \quad i \in N, k \in M_i^\prime,$$

$$w_{kl} \geq (A_{i} - D_{i}) (y_{ikl}^\prime + y_{i|k,l-1}^\prime), \quad i, i' \in N, A_{i} - D_{i} \geq B, k \in M_i \cap M_{i'}, l \in E \setminus \{1\},$$

$$w_{k|l} \geq (T - D_{i}) y_{ikl}^\prime - \sum_{i' \in N} y_{i|k,l-1}^\prime, \quad i \in N, k \in M_i, l \in E \setminus \{|E|\},$$

$$w_{kl} \geq (T - D_{i}) y_{ikl}^\prime, \quad i \in N, k \in M_i,$$

$$z_{ikl} \geq p_{ikl} (x_{ik}^\prime + x_{i'|k'}^\prime - 1), \quad i, i' \in N, k \in M_i^\prime, k' \in M_{i'}^\prime.$$  

An equivalent problem is created with the objective function (19) and subject to constraints (2)—(6), (11)—(13), (17), and (20)—(28). The auxiliary variables copy the binary variables and decompose the model into three parts. The first one includes variables $x_{ik}$ and $y_{ikl}$, the second includes variables $x_{ik}^\prime$ and $z_{ikl}$, and the last one includes $y_{ikl}^\prime$, $w_{kl}$, and $W$.

The three parts are coupled by the new constraints (20) and (21).

The Lagrangian relaxation algorithm is designed as follows. Relax the coupling constraints (20) and (21). Define Lagrangian multipliers $\lambda_{ik} (i \in N, k \in M_i^\prime)$ as the dual variables of constraint (20). Define Lagrangian multipliers $\mu_{ikl} (i \in N, k \in M_i^\prime, l \in E)$ as the dual variables of constraint (21). The Lagrangian relaxation model (LR) is presented as follows:

$$\begin{align*}
\text{(LR)} \min & \quad \sum_{\eta N} x_{ik|\eta M_i^\eta} + \beta \sum_{\eta N} \sum_{i \in N} \eta \sum_{i \in N} \eta \sum_{i \in N} \eta z_{ikl} + W + \sum_{\eta N} \sum_{i \in N} \eta \sum_{i \in N} \eta \sum_{i \in N} \eta \sum_{i \in N} \eta \lambda_{ik} (x_{ik} - x_{ik}^\prime) + \sum_{\eta N} \sum_{i \in N} \sum_{i \in N} \sum_{i \in N} \mu_{ikl} (y_{ikl} - y_{ikl}^\prime) \\
\text{s.t.} & \quad (2) - (6), (11) - (13), (17), (22) - (28)
\end{align*}$$

The model (LR) can be decomposed into three separated subproblems. We refer to the subproblems as LR1, LR2, and LR3, respectively, and denote their optimal objective function as $z \left( \text{LR1}(\lambda, \mu) \right)$, $z \left( \text{LR2}(\lambda) \right)$, and $z \left( \text{LR3}(\mu) \right)$, respectively, for given vectors $\lambda$ and $\mu$ of Lagrangian multipliers.
Step 1. Sequence all the flights in decreasing order of their aircraft size and then in nondecreasing order of their arrival time.
Step 2. Assign each flight in turn to a gate which is not occupied by another flight; if there is no available gate, assign the flight to the remote apron stand.
Step 3. Count the number of flights already assigned to each gate, and set the maximum number among the gates to be the number of time slots for each gate in the model.

**Figure 2: Framework of the Lagrangian relaxation algorithm.**

**Algorithm 1**

\[
\begin{align*}
\text{(LR1)} & \min \ a \sum_{i \in N} x_{ik} + \sum_{i \in N} \sum_{k \in M_i} \lambda_{ik} x_{ik} + \sum_{i \in N} \sum_{k \in M_i} \mu_{ik} y_{ik} \\
\text{s.t.} & \quad (2)-(6), (11)-(12) \\
\text{(LR2)} & \min \ \beta \sum_{i \in N} \sum_{l \in N} n_{il} z_{il} - \sum_{i \in N} \sum_{k \in M_i} \lambda_{ik} x_{ik} \\
\text{s.t.} & \quad (22), (28) \\
\text{(LR3)} & \min \ \gamma W - \sum_{i \in N} \sum_{k \in M_i} \mu_{ik} y_{ik} \\
\text{s.t.} & \quad (13), (17), (23)-(27)
\end{align*}
\]

For given Lagrangian multipliers \( \lambda \) and \( \mu \), LR1, LR2, and LR3 can be solved by mainstream optimization solver such as CPLEX. A lower bound of the problem can be obtained from the optimal objective function value of the relaxed model. In the iterative process of the Lagrangian relaxation algorithm, the constraints of each subproblem are not changed at all, and changes only happen on the objective function of each subproblem due to the updated Lagrangian multipliers. Therefore, a substantial advantage of solving the subproblems by CPLEX is that the optimizer will retain the constraint feasible domain of the subproblems and continue to solve the model with different objectives in each iteration. Thus, all the cuts discovered in previous iterations will be inherited by subsequent iterations, which will reduce the computing time significantly.

3.2. Constructing Feasible Solution. The solutions obtained from the relaxed problem are usually infeasible since the relaxed constraints may not be satisfied. An easy way to get a feasible solution is to directly use the solution from the
subproblem LR1, as the value of variables \( x_{ik} \) and \( y_{ikl} \) can constitute a feasible assignment for the flights. Then, fix the value of binary variables in constraints (7)–(10) and (15) and calculate the value of \( z_{it}^{\prime}, w_{ikl}, \) and \( W \) to minimize the objective function.

Obviously, the solution obtained by solving the subproblem LR1 has little contribution to the subproblems LR2 and LR3 as it did not utilize the information provided by subproblems LR2 and LR3. Therefore, the solution may not be a good solution for the original problem. Then, the following heuristic algorithm is developed to search for a better solution (Algorithm 2).

### 3.3. Updating Lagrangian Multipliers

Solving the Lagrangian dual problem (31) could obtain the optimal Lagrangian multipliers, which lead to a best lower bound for the model (P):

\[
\min_{\lambda, \mu} z(LR1(\lambda, \mu)) + z(LR2(\lambda)) + z(LR3(\mu)).
\]

(31)

The subgradient algorithm has been shown to be effective to solve Lagrangian dual problems. In the algorithm, all the subproblems should be optimally solved. By applying the subgradient algorithm to solve the Lagrangian dual problem (31), the multipliers are updated according to

\[
\begin{align*}
\lambda_{ikl}^{n+1} & = \lambda_{ikl}^{n} + \sigma_{n} f(\lambda_{ikl}^{n}), \\
\mu_{ikl}^{n+1} & = \mu_{ikl}^{n} + r_{n} g(\mu_{ikl}^{n}).
\end{align*}
\]

(32)

where \( f(\lambda_{ikl}^{n}) \) and \( g(\mu_{ikl}^{n}) \) are subgradients of the relaxed problem at \( \lambda_{ikl}^{n} \) and \( \mu_{ikl}^{n} \), and the calculation of \( f(\lambda_{ikl}^{n}) \) and \( g(\mu_{ikl}^{n}) \) is given by

\[
\begin{align*}
f(\lambda_{ikl}^{n}) &= x_{ik}^{n} - x_{ikl}^{n}, \\
g(\mu_{ikl}^{n}) &= y_{ik}^{n} - y_{ikl}^{n},
\end{align*}
\]

(33)

where \( x_{ikl}^{n}, x_{ikl}^{n}, y_{ikl}^{n}, y_{ikl}^{n}, x_{ikl}^{n}, y_{ikl}^{n}, \) and \( y_{ikl}^{n} \) are the solutions of \( x_{ikl}^{n}, x_{ikl}^{n}, y_{ikl}^{n}, y_{ikl}^{n}, x_{ikl}^{n}, y_{ikl}^{n}, \) and \( y_{ikl}^{n} \) for the (LR) at the \( n \)th iteration. \( \sigma_{n} \) and \( r_{n} \) are the step size at the \( n \)th iteration. The calculation of \( \sigma_{n} \) and \( r_{n} \) is given by

\[
\begin{align*}
\sigma_{n} &= \theta_{1} \frac{L_{UB} - L_{LB}}{\|f(\lambda_{ikl}^{n})\|^2 + \|g(\mu_{ikl}^{n})\|^2}, \quad 0 < \theta_{1} < 1, \\
r_{n} &= \theta_{2} \frac{L_{UB} - L_{LB}}{\|f(\lambda_{ikl}^{n})\|^2 + \|g(\mu_{ikl}^{n})\|^2}, \quad 0 < \theta_{2} < 1,
\end{align*}
\]

(34)

where \( L_{UB} \) is the objective value of the best feasible solution found for the model (P) and \( L_{LB} \) is the optimal objective value of the relaxed problem (LR) in the \( n \)th iteration.

### 4. Computational Experiments

In order to test the performance of the formulation and the Lagrangian relaxation algorithm, we generate several random instances to simulate airport operations circumstances and carry out different computational experiments. The experiments are implemented on a PC with Intel(R) i7-5600U 2.6 GHz CPU and 8G RAM. The algorithm is programmed by C++ language, and IBM ILOG CPLEX v12.6.1 is used to solve the mathematical models (regardless of the original problem or the subproblems of the Lagrangian relaxation algorithm).

Depending on the size of the airport, six sets of small instances and six sets of large instances are generated, respectively. Each set contains ten randomly generated instances with the same number of flights and gates, and the flight arrival time is uniformly distributed during the planning period. The planning period is set as 360 minutes (6 hours) for the small instances and 720 minutes (12 hours) for the large instances. The buffer time for consecutive flights at the gate is set as 15 minutes.

The performances of the model and algorithm are reported from two aspects:

1. (1) The efficiency of the model to be solved optimally by optimization software.
2. (2) The quality of solutions that the algorithm can generate for practical instances in a reasonable computation time.

#### 4.1. Model Efficiency

This article presents various modelling strategies to improve the modelling efficiency of the gate assignment problem, and their performance is reported from the following three experiments. In the experiments, all the models are solved using CPLEX, and the efficiency of the proposed modelling strategies is evaluated by the speed (or CPU time need) for the solver to get the optimal solution from the following three experiments. In the experiments, all the models are solved using CPLEX, and the efficiency of the proposed modelling strategies is evaluated by the speed (or CPU time need) for the solver to get the optimal solution from the following three experiments. In the experiments, all the models are solved using CPLEX, and the efficiency of the proposed modelling strategies is evaluated by the speed (or CPU time need) for the solver to get the optimal solution from the following three experiments. In the experiments, all the models are solved using CPLEX, and the efficiency of the proposed modelling strategies is evaluated by the speed (or CPU time need) for the solver to get the optimal solution from the following three experiments.
The average CPU time for CPLEX to solve the model is not more than 153.73 s. The quadratic model can only be optimally solved for a few instances within the time limit of 600 s. Most instances formulated by the quadratic model cannot obtain optimal solutions in 600 s, and the relative MIP gap is up to 36.93%.

(2) SOCP versus sum of squares model for minimizing variance of idle time

In this experiment, the objective of minimizing walking distance is ignored, i.e., $\beta = 0$. Thus, the model (P) is reduced to contain the objective function

$$
\min \alpha \sum_{i \in N} x_{iM^p} + yW,
$$

(37)

and constraints (2)–(13) and (17). The sum of squares model contains the objective function

$$
\min \alpha \sum_{i \in N} x_{iM^p} + y \sum_{k \in M} \sum_{l \in E^p} w_{kl}^2,
$$

(38)

and constraints (2)–(13). Table 2 shows the average CPU time (avg. CPU time) and relative deviation returned from CPLEX (MIP gap) for solving each set of problems.

As shown in Table 2, solution time of each model increases quickly as the problem dimension increases, from less than 1 second to hundreds of seconds. But the SOCP model is solved faster than the sum of squares model, and the relative MIP gap for the SOCP model obtained by the CPLEX solver is within 0.42%. Most instances cannot obtain optimal solutions in the time limit using the sum of squares model.

(3) Event-based model versus sequence-based model

In order to test the efficiency of event-based continuous time modelling method, a model formulated by the sequence-based modelling method is employed to compare with the model presented in Section 2.3. Table 3 shows the average CPU time (avg. CPU time) and relative deviation returned from CPLEX (MIP gap) for solving each set of problems.

The results in Table 3 show that the event-based model can be solved faster than the sequence-based model, and 8 instances are not optimally solved, much less than the 27 instances of the sequence-based model. The MIP gap of event-based model is much smaller than the sequence-based model.

In summary, the comparisons from the three experiments illustrate that the proposed modelling method is more efficient than the existing methods.

4.2. Algorithm Effectiveness

The effectiveness of the Lagrangian relaxation algorithm is evaluated by the accuracy of solutions obtained. For small instances, the objective value obtained by the Lagrangian relaxation algorithm is compared with model (P), and the CPU time is also compared. For large instances, 600 seconds time limit is set for CPLEX to solve the model, and the objective values obtained by the Lagrangian relaxation algorithm and model (P) are compared with the LR lower bound. Tables 4 and 5 show the comparison results for small and large instances, respectively.

In Table 4, the columns under “avg. rel. dev. (%),” are calculated as

$$
OBJ\_Dev = \frac{LR^{UB} - OBJ^{CPLEX}}{OBJ^{CPLEX}} \times 100%,
$$

(39)

$$
LR\_Gap = \frac{LR^{UB} - LR^{LB}}{LR^{LB}} \times 100%,
$$

where OBJ$^{CPLEX}$ is the optimal objective value obtained by CPLEX through solving the model (P) and LR$^{UB}$ and LR$^{LB}$

<table>
<thead>
<tr>
<th>Problem</th>
<th>Avg. CPU time (s)</th>
<th>MIP gap (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Linearized</td>
<td>Quadratic</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>360</td>
</tr>
<tr>
<td>12</td>
<td>5</td>
<td>360</td>
</tr>
<tr>
<td>14</td>
<td>5</td>
<td>360</td>
</tr>
<tr>
<td>16</td>
<td>5</td>
<td>360</td>
</tr>
<tr>
<td>18</td>
<td>5</td>
<td>360</td>
</tr>
<tr>
<td>20</td>
<td>5</td>
<td>360</td>
</tr>
</tbody>
</table>

$^8$The number of instances not optimally solved in 600 s, and CPU time is set to 600 s.

Table 1: Comparison between linearized model and quadratic model.

Table 2: Comparison between SOCP and sum of squares model.
are the upper bound and lower bound obtained from the Lagrangian relaxation algorithm.

The results in Table 4 show that the objective value obtained by the Lagrangian relaxation algorithm is close to that obtained by CPLEX since the average relative deviation between CPLEX and Lagrangian relaxation (OBJ_Dev) is up to 2.01%. Lagrangian relaxation algorithm also provides high-quality lower bounds, as the Lagrangian duality gap (LR_Gap) is up to 5.43%. Thus, we take the lower bound as an effective criterion to evaluate the performance of the algorithm for large instances. As the size of instance increases, the time for solving by CPLEX increases quickly, while Lagrangian relaxation still works in a short time.

In Table 5, the column “MIP gap” indicates the relative deviation returned from CPLEX when the model is not optimally solved.

The results in Table 5 show that all the large instances cannot be optimally solved by CPLEX in 600 s, most of which even have no feasible solutions. Lagrangian relaxation can still get reasonable solutions. The dual gap of the Lagrangian relaxation algorithm keeps within 17%, and solution time does not exceed the time limit.

The computational results in Tables 4 and 5 illustrated that the Lagrangian relaxation algorithm can get high-quality solutions for small instances, and it is more acceptable than CPLEX for large instances.

### 5. Conclusion

In this article, the GAP with multiple objectives is studied. The problem is formulated and transformed into a linear program with second-order cone constraints which can be efficiently solved by an optimization solver. An algorithm based on Lagrangian relaxation is developed to deal with large instances of the problem. Computational results shown that the proposed model can be solved more efficiently than the models formulated by other methods in literature. For small instances, optimal solutions can be obtained from the model by a commercial solver, and the Lagrangian relaxation algorithm can provide high-quality approximate solutions faster; for large instances, CPLEX does not work in the time limit, while the Lagrangian relaxation algorithm can still get reasonable solutions. Future research will be focused on online decision-making of the GAP which is more adapted to the actual needs of current air transport industry.
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