Modeling and Prediction of the Volatility of the Freight Rate in the Roadway Freight Market of China
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1.Introduction

Over the past five years, freight trucking in the Chinese industry has increased by 8.6%, generating a revenue of $113 billion in 2018. Currently, although the freight transportation system of China is well developed, the majority of the transportation modes still comprise of long-haul trucks, which account for up to 80% of the cargo of the country. Despite the significant development of the trucking industry in recent years in terms of the scale, it is criticized for the intense price competition between forwarders. This competition is because most trucking companies in China are owner-operators, and approximately 70% own only one truck [1, 2]. This status quo presents an immense challenge to the small owner-operators in the trucking business, because without sufficient information, the truckers frequently make low price bids [3]. Owing to this fragment characteristic, the freight rates in trucking are extremely volatile. Freight volatility represents the degree of change or dispersion of freight rates; theoretically, more considerable the volatility, more significant the fluctuation. The complexity of the trucking market introduces significant uncertainty in the market volatility. Hence, in this highly competitive and vital market, trend forecasting is extremely difficult, owing to the complex interaction of the freight rate volatility.
veloped an ARIMA framework for advancing the forecasts of freight rates. The author used an ARIMA model and a predictor variable to forecast lane-level full-truckload freight rates. Bai [6] applied the proposed model in route-based and truckload spot markets based on the highway data of Turkey. Artificial neural network and quantile regression have been presented in the literature for forecasting the freight volatility in trucking.

Considering that the freight trucking sector of China is continually growing and is still volatile and not well explained, it is important to explore methods to investigate its price fluctuation. The degree of variation in a freight rate series in trucking over time is defined as the truck rate volatility (TRV). Such an enthusiasm is driven by the availability of an unprecedented amount of data from online freight exchange (OFEX) platforms, such as the required type of truck, size of the vehicle, type of goods, deal truck rates, order posted time, and current location of the trucker.

We contribute to the TRV modeling and forecasting by testing the conventional generalized autoregressive conditional heteroskedasticity (GARCH) family models, autoregressive integrated moving average (ARIMA), and neural network exponential GARCH (NN-EGARCH) model. First, while the use of GARCH-type models is common in the modeling of financial returns, this is extremely limited in TRV modeling. Few studies have analyzed and compared symmetric and asymmetric GARCH-type models in multiple TRV time series. Second, we use multiple training and testing samples for analyzing the performance of forecasting and examine the presence of statistical differences between the competing methods. Third, the forecasting study presented here is based on the intraday trucking data related to one of the essential on-the-spot trucking markets in the roadway transportation of China. The trucking market of China is receiving increasing attention owing to its boom-bust nature. The market participants are searching for practical techniques to forecast the TRV. Therefore, TRV forecasting has become a specific focus for trucking decision makers.

2. Literature Review

The trucking sector plays as an essential role in the national economy of China. In recent years, there has been a growing interest in the time series modeling of trucking data, and the research that has been conducted mainly concerns on-the-spot full truckload pricing. Budak et al. [5] implemented an artificial neural network and a quantile regression to forecast the truckload spot rate based on the highway data of Turkey. The author applied the proposed model in route-based and general approaches to forecast spot marketing rates. Bai [6] developed a nonlinear regression model that incorporated predictor variables to forecast lane-level full-truckload freight rates. The author used an ARIMA model and a conventional nonlinear regression model. Miller [7] developed an ARIMA framework for advancing the forecasts for three time series of monthly archival truckload trucking prices utilizing two public data sources. The framework also examined the evolution of price based on the temporal dynamics of the freight market. However, little research has been conducted on freight trucking volatility.

Thus far, freight volatility studies have concentrated on the time series modeling of shipping data over time. Autoregressive conditional heteroskedasticity (ARCH) [8] and GARCH [9] models are important parametric models for describing freight volatility. A GARCH model responds to the requirement for a foresight method that considers various properties of the probability distribution of a volatility series; it is used widely in academic studies. Owing to the above requirement, asymmetric GARCH models have expanded rapidly, e.g., the exponential GARCH (EGARCH) model [10], which can capture the fact that adverse shocks in a specific period may result in higher volatility than positive shocks. These models have been extensively used in shipping markets [11–14]. Kavussanos [15], Kavussanos [16] used a set of GARCH models to estimate the time-varying freight rate volatility in the tanker market and to demonstrate the instability of the prices of larger vessels compared to those of smaller ones. Chen and Wang [12] documented the asymmetric effects in the freight rate volatility corresponding to the negative changes in the freight rates compared to those associated to positive changes. Alizadeh and Nomikos [11] estimated GARCH family models, the relationship between the dynamics of the term structure, and the time-varying volatility in the shipping freight market using aggregate spot and time-charter data. Such studies demonstrate the capability of the GARCH family models in capturing the characteristics of a time-varying freight rate volatility in the shipping market. In addition, a GARCH model has recently been proved to perform well in capturing the traffic volume and occupancy volatility at coarse data resolutions in traffic areas [17].

Although GARCH family models perform well in capturing the characteristics of volatility, they may not be outstanding for volatility forecasting problems. Donaldson and Kamstra [18] were one of the first to demonstrate that a neural network (NN) could capture the nonlinear characteristics of volatility, whereas the conventional GARCH models or derivatives could not be modeled. Following this work, there were several studies on hybrid NN-GARCH family models, e.g., Kristianpoller and Minutolo [19] employed hybrid NN-GARCH models to predict the price volatility of bitcoins, and the computational results proved that the forecasting ability of the hybrid models was good. Tseng et al. [20] proposed a hybrid asymmetric volatility forecasting method with an NN to predict the financial derivatives in Taiwanese markets and concluded that the grey-GARCH model increased the forecasting power. The problem of forecasting volatility is well known; however, whether nonparameter methods can increase the forecasting accuracy of the freight trucking volatility is debatable. In comparison, some studies found evidence in favor of the excellent forecasting performances of hybrid models, whereas others claimed that simple ARIMA-based models presented relatively more accurate NN performances [21].
Our study provides insight on this debate. For validation and implementation, multiple training and testing samples are used to demonstrate the performance of the forecasting.

The remainder of this paper is organized as follows. In Section 4, the research methodology is presented. Section 4 describes the analysis results and related discussions. The summary of this study is presented in Section 5.

3. Methodology

3.1. GARCH Family Models

3.1.1. GARCH Model. In a GARCH model, modeling the volatility, requires two important properties: an autoregression part for the prediction of a future value by shaping the past values of volatility and a heteroskedasticity part to describe the probability distribution of the volatility.

The GARCH \((p, q)\) model is introduced as follows [9]:

\[
\begin{align*}
\epsilon_t &= \mu + \epsilon_t, \\
\epsilon_t &= z_t \alpha_t, \quad z_t \sim \text{i.i.d. } \mathcal{N}(0,1), \\
\sigma_t^2 &= \omega + \sum_{j=1}^{q} \alpha_j \epsilon_{t-j}^2 + \sum_{j=1}^{p} \beta_j \sigma_{t-j}^2,
\end{align*}
\]  

(1)

where \(r_t\) is the return time series, \(\mu\) is the expected return, \(\epsilon_t\) is the error term that follows a normal distribution with mean zero and a time-varying variance, \(z_t\) is the standard Gaussian, \(\sigma_t^2\) is the conditional variance, \(\omega\) is a constant, \(\alpha\) is the lagged squared error, and \(\beta\) is the lagged variance. The best \((p, q)\) can be chosen by the Akaike information criterion (AIC) [22] or Schwarz information criterion (SIC) [23]. All the parameters \((\mu, \omega, \alpha, \beta)\) are estimated by maximizing the log likelihood, and the rate volatility analysis is based on the estimated results of the parameters. The interpretations of the parameters are as follows. (1) \(\alpha\) is the sensitivity of the volatility when external shocks occur. Describing the sensitivity of the market volatility when outside shocks occur, a larger \(\alpha\) implies more rapid volatility responses to the market shocks. (2) \(\beta\) describes the memory of self-volatility. If \(0 < \beta < 1\), a larger \(\beta\) implies a longer persistence and slower decrease in the volatility; if \(\beta > 1\), the volatility will be enlarged owing its own fluctuant regularity in the earlier stage. (3) \(\alpha + \beta\) is known as the GARCH process persistence parameter. If \(\alpha + \beta < 1\), then it indicates the existence of mean reversion in volatility; if \(\alpha + \beta > 1\), the shocks have the tendency to increase. Although there are nonnegative restrictions on the parameters (i.e., \(\omega, \alpha, \beta > 0\)), \(\omega = 0\) and \(\alpha + \beta = 1\) are possible.

3.1.2. EGARCH Model. Conventional GARCH (CGARCH) models cannot identify the asymmetric effect from the market shocks because positive and negative impacts are considered to have the same magnitude of influence on the volatility. Generally, the leverage effect is employed to represent such asymmetric relations. Why does the leverage effect occur? Typically, when a price undergoes an unexpected drop, the volatility is higher than that when the price suddenly increases. In the presence of the asymmetric effect, it is inappropriate to treat the conditional variance function as an asymmetric specification in a CGARCH model. To overcome this drawback of a GARCH model, an EGARCH model was proposed with the relaxation of the nonnegative constraints on the coefficients in a GARCH model. Therefore, EGARCH models draw significant attention in the analysis of stock, house, oil, and gas prices, even in the shipping market. The EGARCH \((p, q)\) model is expressed in equation (2), and the parameters \((\mu, \omega, \alpha, \beta, \gamma)\) are estimated by maximizing the log likelihood. The estimated parameters can aid in determining the presence of the asymmetric effect.

\[
\ln(\sigma_t^2) = \omega + \sum_{j=1}^{q} \alpha_j (|z_t| - E[|z_t|]) + \gamma z_t + \sum_{j=1}^{p} \beta_j \ln(\sigma_{t-j}^2).
\]  

(2)

The economic definitions of \(\alpha\) and \(\beta\) in equation (2) are consistent with those in a GARCH model, and parameter \(\gamma\) measures the asymmetry or the leverage effect. If \(\gamma = 0\), then there is no asymmetric effect, i.e., the model is symmetric. If \(\gamma > 0\) and statistically significant, then the asymmetric effect exists, and positive news generates more volatility than negative news; if \(\gamma < 0\) and statistically significant, it implies that the volatility is asymmetric, and bad news (negative shocks) is more destabilizing than good news (positive innovation).

3.1.3. Maximum Likelihood Estimations with Different Densities. GARCH models are estimated by the maximum likelihood approach, whose concept is to interpret the density as a likelihood function, i.e., a function of the parameter set on the condition of a set of sample outcomes [24]. Previous studies have demonstrated the inability of a GARCH model estimated with a normal error distribution for excess kurtosis and illustrated that an appropriate distribution will reduce the excess kurtosis and skewness [10, 25]. Hence, three distributions were considered in this study: student-\(t\), skewed student-\(t\), and generalized error distributions, in which the student-\(t\) distribution includes a shape parameter and the skewed student-\(t\) distribution contains a shape parameter and an asymmetric parameter.

(1) Student-\(t\). The log-likelihood function for the student-\(t\) distribution is expressed as

\[
L_T = \ln[\Gamma\left(\frac{v+1}{2}\right) - \ln[\Gamma\left(\frac{v}{2}\right)] - 0.5\ln[\pi(v - 2)] - 0.5\sum_{t=1}^{T}\ln(\sigma_t^2 + (1 + v)\ln\left(1 + \frac{x_t^2}{v - 2}\right)),
\]

(3)

where \(\Gamma(\cdot)\) is the gamma function and \(v\) is the degree of freedom, which is also called the shape parameter, \(2 < v < \infty\). A low \(v\) is associated with a fat tail.

(2) Skewed student-\(t\). The skewed student density was proposed by Steel [26] and subsequently extended to a GARCH model [27]. Its log-likelihood function is
Combining equations (7)–(9) and using a nonlinear activation function, \( y_k = \tilde{g}(a_k) \), the MLP is defined as follows:

\[
y_k = \tilde{g} \left( \sum_{j=1}^{m} w_{kj}^{(2)} g \left( \sum_{i=1}^{d} w_{ji}^{(1)} x_i \right) \right).
\]

If the output function is linear, then \( \tilde{g}(a) = a \), and the model will be reduced to

\[
y_k = \sum_{j=1}^{m} w_{kj}^{(2)} \sum_{i=1}^{d} w_{ji}^{(1)} x_i.
\]

In this study, a backpropagation neural network (BPNN) was used to train and learn the parameters [29]. Figure 1 displays the structure of a three-layer BPNN. In addition, “early stopping” was utilized to avoid overfitting in the NN training process, which was based on dividing the dataset into training, validation, and test sets. In this study, 80% of the dataset was for training, 10% for validation, and 10% for testing.

### 3.3. Hybrid GARCH Family Neural Network Models

Donaldson and Kamstra [18] developed a hybrid forecasting model that integrated GARCH-type models and NNs. Based on the contribution of Donaldson, we introduce a hybrid model that combines a GARCH-type model with an MLP. This combination considers the output layer of the NN as a variable of the GARCH-type model. The NN-GARCH and NN-EGARCH are expressed as follows.

#### 3.3.1. NN-GARCH \((p, q, s)\)

The NN-GARCH \((p, q, s)\) model that integrates the GARCH \((p, q)\) model with one single hidden layer of an NN with \(s\) hidden neurons is expressed as

\[
\sigma_i^2 = \omega + \sum_{j=1}^{d} \alpha_{j} \varepsilon_{t-j}^2 + \sum_{j=1}^{p} \beta_{j} \sigma_{t-j}^2 + \sum_{h=1}^{s} \xi_h \psi (z_t \lambda_h),
\]

where \( \xi = [(2^{-2/\Gamma} (1/\nu)) / (\Gamma (3/\nu))]^{1/2} \).

#### 3.3.2. NN-EGARCH \((p, q, s)\)

The NN-EGARCH \((p, q, s)\) is expressed as
4.1. Framework. To detect the potential trend of the TRV, as a first step, a study framework is proposed to illustrate the procedures for analyzing the volatility of truck rates. The framework (Figure 2) consists of three major modules: database model, data cleaning, and application. These modules are integrated into an analysis framework, because they are sequential procedures in a data-driven study pipeline. As shown in Figure 2, first, the database model is used to create a data pool. Subsequently, the data cleaning is conducted for detecting and removing the errors or the corruption in the data pool. Finally, volatility exploration is performed by econometric methods. The three modules in the framework are discussed below.

4.1.1. Database Model. A database is derived from the OFEX platform, where the following information is provided: (I) trucker data including the trucker ID, types of truck, length of the vehicle, and registration location of the trucker; (II) shipper data including the shipper ID and registration location of the shipper; (III) order data containing the order ID, origin, and destination city; specified type and length of the vehicle; type of cargo; and creation order date; (IV) truck rates data including the order ID, trucker ID, shipper ID, and closed order date. The integration of the above data information helps to conduct a thorough investigation of the truck rates by best utilizing the micro-trucking data.

4.1.2. Data Cleaning. When processing the data, we first remove the null values. Then, we observe that some trucking data have abnormal loads or rates or both, which mostly result from the mis-fill by the shippers. However, it is difficult to decide the precise boundaries to remove these abnormalities. In this study, the decision is made mainly based on empirical information. First, because the distribution of the truck rates is observed to be similar to a Gaussian distribution, a two-boundary outlier elimination is implemented to reject the abnormal rates with different standard deviation boundaries. Second, to ensure the reliability of the processed data, the operator of the OFEX platform verifies if the processed data are in line with the real truck rates provided by hundreds, and even thousands, of business calls with truckers and shippers. After several experiments with combinations of limits and standard deviations, standard deviations 1.65 and 1.96 of truck rates are selected as the first and second limits for the elimination boundaries, respectively, and the final dataset retains more than 90% of the records.

4.1.3. Application. The output of module (2) is utilized to format a volatility series, and the methods mentioned in Section 3 are employed to model and predict the volatility series.

4.2. Data Analysis. The truck rates from southwest China (Figure 3(a)) were sampled from the database module, from March 2018 to August 2018. As displayed in Figure 3(a), the study area contains three provinces (Sichuan, Yunnan, and Guizhou) and a centrally administered city (Chongqing). The colored routes represent the shortest routes between pairwise trips from Google Maps. In reality, given an origin-destination pair, these colored routes are the actual transport routes of the truckers by default. As seen from the provincial data volume, that in southwest China comprises a significant portion of the total data volume. Moreover, we find that the capitals are the main distribution centers. For example, Chengdu and Guiyang, the capitals of Sichuan and Guizhou, respectively, cover almost 50% of the provincial trucking data, and 85% for Kunming, the capital of Yunnan (Figure 3(c)). Besides, it can be easily seen that the high cage is the most prominent truck type from both province- and city-wide perspectives (Figures 3(d) and 3(e)) and even from...
Figure 2: Truck rates volatility analysis framework.

Figure 3: Overview of the trucking market of southwest China: (a) map of southwest China; (b) nationwide truck components; (c) data volume by cities (top three marked only); (d) provincewide truck components; (e) city-wide truck components.
a nationwide standpoint (Figure 3(b)). Therefore, we focus on 12 route-specific rates between any two capitals (Chengdu, Sichuan, Yunnan, and Chongqing) at a high-cage-truck branch level. For brevity, a trip from city i to city j is defined as “iTj,” where i, j ∈ {Chengdu (C), Chongqing (Q), Guiyang (G), and Kunming (K)}, and i ≠ j. For example, “CTG” denotes a trip from Chengdu to Guiyang.

To appropriately estimate the volatility of intraday rates series, the time series, as multiple truck rates per day, is transformed into an intraday mean-removal standard variance form \( d_t \), which is expressed as

\[
d_t = \frac{\sum_{t=1}^{n_t} (P_t - \mu_t)}{n_t},
\]

where \( n_t \) is the number of truck rates at day \( t \) (\( t = 1, 2, \ldots, T \)), \( P_t \) is the truck rates at day \( t \), and \( \mu_t \) is the mean value of the intraday truck rates. The daily mean-removal standard variance series, \( d_t \), represents the fluctuation in the trucking market. A larger \( d_t \) implies a larger bargaining gap between the truckers and the shippers.

As the market participants pay significant attention to the daily change ratio of rates, to analyze the short-term fluctuation tendency of each trip, the daily volatility is defined as

\[
r_t = \frac{d_t}{d_{t-1}},
\]

where \( d_t \) and \( d_{t-1} \) are the standard variances of the truck rates at day \( t \) and \( t - 1 \), and \( r_t \) is the volatility, which represents the daily variance returns or the change in the daily fluctuation in the market. Various route-specific volatility series \( \{r_t\} \) are plotted in Figure 4. Here, we use "R_route name#” to name each volatility series, e.g., “R_CTG” denotes a volatility series of the rates of a trip from C to G.

From the above figure, it is clear that for each volatility series, the volatilities display a pattern consisting of the fluctuation aggregation characteristic of the financial asset price changes. In the sequence of financial assets, high and low-volatility assets tend to cluster in a certain period, and they appear alternately. Particularly, the contrasts in the high and low volatilities of R_QTK and R_QTG are the most remarkable; high volatility before and after the emergence of the points is observed at the end of the month. It may be owing to the status quo of the trucking industry in China, which requires a monthly statement payment for both third-party logistics companies and long-term cooperated individual truckers. After careful observation and comparison of the volatility sequences, it can be seen that R_CTQ and R_KTG have the most frequent fluctuations, which indicates that their rates are likely to fluctuate more significantly than those of other routes. To further understand the route-specific volatility sequences, the following presents the analysis of the statistical characteristics of each volatility sequence. Basic statistical characteristics were examined and are listed in Table 1.

From the above statistics, the following can be concluded. (1) In terms of the skewness and kurtosis, the skewness of all the wave sequences is greater than zero, and the kurtosis is greater than three. Therefore, all the volatility sequences are right-skewed and have the characteristics of a sharp peak and a thick tail. The volatility series do not follow a normal distribution because they reject the hypothesis of the Jarque–Bera (J–B) statistic at 5% significant level; therefore, in the following volatility modeling, nonnormal distributions (e.g., student-\( t \), skewed student-\( t \), and GED) were considered. Interestingly, the above characteristics are exactly similar to those of the stock indices and shipping indices, which offers some motivation for the approaches for the volatility analysis of the truck rates. (2) Based on the results of the Ljung–Box Q-statistics (Q (5) and Q (10)), all the volatility series are free of autocorrelation. (3) The volatility series are indicated to be stationary, based on the results of the augmented Dickey–Fuller (ADF) unit root test; specifically, the t-statistics values summarized in Table 1 are less than the value of the critics (–2.86). Because Xiaoxu Ding [33] had mentioned that a GARCH model was suitable for stationary time series, it is concluded that the above volatility series satisfy the prerequisite of GARCH models. The optimal lag length of the ADF is presented in square brackets, and it is determined by SIC. (4) To analyze the conditional volatility estimates (\( \sigma_t^2 \)) of the trucking rate by a GARCH model, the conditional heteroscedasticity of the autocorrelation in the residual is tested by the ARCH Lagrangian multiplier (LM) test until the \( q^{th} \) order [34]. Only if the ARCH effect is detected, then can the GARCH model be employed. The results of the ARCH-LM test demonstrate the existence of the ARCH effects for all the volatility series.

4.3. Empirical Results

4.3.1. Characteristics of Volatilities. Based on the above statistical results, a GARCH model was implemented for estimating the volatility. After several experiments, GARCH \((1, 1)\) with skewed student-\( t \) distribution (named as SST-GARCH \((1, 1)\)) is preferred because it has the lowest AIC and SIC values (the comparison of GARCH model with different error distributions (e.g., student-\( t \), and GED) are much more significant than the values of \( \alpha \) and \( \beta \) return coefficient

Based on the above analysis, we conclude that among the above 12 routes, CTK is the most sensitive to the entire...
market fluctuations, whereas CTQ is the least sensitive to them; however, its impact persists for a long time. This indicates that the QTK itself is relatively stable. Moreover, it can be seen that $\alpha + \beta < 1$ for all the volatility sequences, which implies that the volatility sequences themselves are mean-reverting processes. Furthermore, from the bottom of Table 2, it can be seen that the shape ($\nu$) and skew ($\xi$) parameters are statistically significant and that the ARCH-LM test at different lags demonstrates the absence of the ARCH effects in all the volatility sequences after the SST-GARCH model.

4.3.2. Leverage Effects. A GARCH model assumes that the magnitude of the unexpected excess return is a prerequisite for determining the outcome; however, reliable results depend on the magnitude and the direction of the impact. Negative shocks have larger impact on the volatility compared to positive shocks. A further estimation of the volatility is expected as an EGARCH can counteract the limitations based on the CGARCH. After several experiments, EGARCH with skewed student-$t$ distribution (named as SST-EGARCH (1, 1) and SST-EGARCH (2, 2)) is preferred, because it has the lowest AIC and SIC values. The
empirical results with the SST-EGARCH are not reported in Table 3.

In general, as each γ is significant and not equal to zero, the leverage effects exist in all the route-specific trucking submarkets, which indicates that the same extent of the positive and negative shocks will generate different impacts on the volatilities. Coefficient β, which measures the persistence of self-volatility, is also statistically significant for all the series. The more the value of β is close to one, the greater are the persistence shocks on the volatility. From the left part of Table 3, it can be seen that the volatility duration of R_KTC will be longer when compared to those of R_GTC, R_QTG, and R_QTC; specifically, the fluctuations brought by the external shocks will continue to affect the rate over a relatively longer period. R_QTG having minimal β (0.281) suggests that for particular (positive/negative) external shocks, the rate of route QTG could be rapidly returning to normal after the external shocks, i.e., the influence of the shocks has less impact on the future rate. Coefficient γ represents the leverage component, past standardized innovations. The γ values of R_KTC, R_QTG, R_GTC, and R_QTC are −0.081, −1.677, −0.706, and −0.694, respectively, which are all less than zero, indicating that negative external shocks could cause higher volatility than positive ones. From the right part of Table 3, we can also conclude that for the other eight route-specific trucking markets, negative external shocks can induce higher volatility than positive external shocks. To identify a model that is highly suitable for the TRV, Table 4 presents the comparison results of the SST-GARCH and SST-EGARCH models. Three criteria are

\[\begin{array}{cccccccccc}
\text{Sample size} & 21254 & 20019 & 21094 & 26098 & 22213 & 21689 & 28087 & 27067 & 21683 & 27094 & 23090 & 21924 \\
\text{Mean} & 1.585 & 1.299 & 1.271 & 1.313 & 1.401 & 1.621 & 2.071 & 1.519 & 2.237 & 1.774 & 2.797 & 2.015 \\
\text{Median} & 0.972 & 1.016 & 0.936 & 1.047 & 1.071 & 0.96 & 0.915 & 0.925 & 1.215 & 0.987 & 0.941 \\
\text{Minimum} & 0.123 & 0.134 & 0.178 & 0.196 & 0.127 & 0.098 & 0.048 & 0.086 & 0.089 & 0.049 & 0.056 & 0.123 \\
\text{SD} & 1.87 & 0.936 & 0.925 & 0.935 & 1.39 & 2.156 & 3.128 & 1.642 & 3.16 & 2.158 & 6.091 & 4.205 \\
\text{lags} & [0] & [0] & [0] & [0] & [0] & [0] & [0] & [0] & [0] & [0] & [0] \\
\text{(lag = 1)} & [0.036] & [0.001] & [0.001] & [0.005] & [0.005] & [0.011] & [0.027] & [0.009] & [0.010] & [0.041] & [0.037] \\
\end{array}\]
Table 3: SST-EGARCH estimates of the volatility series.

<table>
<thead>
<tr>
<th></th>
<th>SST-EGARCH (1, 1)</th>
<th>SST-EGARCH (2, 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R_GTQ  R_QTG  R_QTC  R_KTC  R_KTG  R_GTK  R_GTC  R_CTG  R_KTQ  R_CTQ  R_CTK  R_QTK</td>
<td></td>
</tr>
<tr>
<td>$\alpha_0$</td>
<td>1.990**  3.784**  0.478**  0.247**  0.837**  0.441**  **</td>
<td>1.318**  3.443**  −0.111**  −0.249**  3.260**</td>
</tr>
<tr>
<td>Prob.</td>
<td>(0.000)  (0.000)  (0.000)  (0.000)  (0.000)  (0.027)  (0.000)  (0.000)  (0.000)  (0.050)  (0.000)</td>
<td></td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>−1.540**  1.623**  0.606**  0.051**  −0.141**  0.369**  0.136**   0.027**  0.381**  −0.578**  0.299**</td>
<td></td>
</tr>
<tr>
<td>Prob.</td>
<td>(0.000)  (0.000)  (0.000)  (0.000)  (0.000)  (0.019)  (0.000)  (0.000)  (0.000)  (0.011)  (0.000)</td>
<td></td>
</tr>
<tr>
<td>$\sigma_2$</td>
<td>−0.540**  0.748**  0.388**  −0.271**  0.397**  −0.518**  0.254**   0.130**</td>
<td></td>
</tr>
<tr>
<td>Prob.</td>
<td>(0.000)  (0.000)  (0.000)  (0.000)  (0.000)  (0.000)  (0.000)  (0.000)  (0.000)</td>
<td></td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.533**  0.281**  0.640**  0.859**  −0.613**  0.522**  −0.226**  0.121**  −0.056**  −0.170**  −0.088**  −0.215**</td>
<td></td>
</tr>
<tr>
<td>Prob.</td>
<td>(0.000)  (0.000)  (0.000)  (0.000)  (0.000)  (0.014)  (0.000)  (0.000)  (0.000)  (0.040)  (0.000)</td>
<td></td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>0.104**  0.091**  0.179**  0.010**  0.510**  0.029**  0.291**   0.141**  3.60E−04  0.676**  0.482**  0.052</td>
<td></td>
</tr>
<tr>
<td>Prob.</td>
<td>(0.000)  (0.000)  (0.000)  (0.000)  (0.000)  (0.000)  (0.000)  (0.000)  (0.000)  (0.000)  (0.000)  (0.000)</td>
<td></td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>−0.706**  −1.677**  −0.694**  −0.081**  0.253**  −0.507**  0.301**   −0.122**  −0.350**  −0.870**  −0.157**  −1.026**</td>
<td></td>
</tr>
<tr>
<td>Prob.</td>
<td>(0.000)  (0.000)  (0.000)  (0.000)  (0.000)  (0.013)  (0.000)  (0.000)  (0.000)  (0.000)  (0.033)  (0.000)</td>
<td></td>
</tr>
<tr>
<td>$\gamma_2$</td>
<td>−0.631**  −0.633**  −0.666**  −0.198**  −0.613**  0.633**  −0.474**   0.042**</td>
<td></td>
</tr>
<tr>
<td>Prob.</td>
<td>(0.000)  (0.000)  (0.000)  (0.000)  (0.000)  (0.000)  (0.000)  (0.000)  (0.000)  (0.000)  (0.000)  (0.000)</td>
<td></td>
</tr>
<tr>
<td>$\xi$</td>
<td>30.000**  4.047**  6.866**  30.000**  30.000**  2.543**  1.842**   30.000**  30.000**  30.000**  30.000**  3.227**  10.099**</td>
<td></td>
</tr>
<tr>
<td>Prob.</td>
<td>(0.031)  (0.000)  (0.010)  (0.035)  (0.000)  (0.026)  (0.000)  (0.000)  (0.015)  (0.000)  (0.000)  (0.000)</td>
<td></td>
</tr>
<tr>
<td>$\nu$</td>
<td>2.023**  2.084**  2.485**  2.400**  3.043**  2.650**  3.029**   2.191**  2.195**  6.550**  3.503**  2.027**</td>
<td></td>
</tr>
<tr>
<td>Prob.</td>
<td>(0.031)  (0.000)  (0.010)  (0.000)  (0.000)  (0.000)  (0.000)  (0.000)  (0.000)  (0.000)  (0.000)</td>
<td></td>
</tr>
<tr>
<td>ARCH-LM (3)</td>
<td>0.104  0.091  0.179  0.010  0.510  0.029  0.291  0.141  3.60E−04  0.676  0.482  0.052</td>
<td></td>
</tr>
<tr>
<td>ARCH-LM (5)</td>
<td>0.324  0.195  0.484  0.085  1.619  0.301  0.789  0.415  0.522  13.804  1.337  0.133</td>
<td></td>
</tr>
<tr>
<td>ARCH-LM (7)</td>
<td>1.826  0.293  0.723  0.194  2.114  0.624  1.053  0.570  0.780  14.906  2.400  0.180</td>
<td></td>
</tr>
</tbody>
</table>

$P$-values are reported in the parentheses; ** significance at (5%); * significance at (10%).

considered to evaluate the performances of the two models: log-likelihood values [35], AIC, and SIC, which indicate that SST-EGARCH is better than the SST-GARCH model.

From the above analysis, we are interested in the results of the leverage effect. Conventionally, the relation between demand (the number of orders) and supply (the number of truckers) is discussed when referring to pricing issues [36]. However, this may not be the essential factor for the pricing fluctuation in this study, because the trucking market of China has been oversupplied (the number of truckers is larger than the number of orders) for a long time [4]. Thus, any regular change in the difference between the supply and the demand results in little pricing fluctuation. Therefore, we considered investigating another critical factor, the type of cargo. The rate is easily influenced by the price of the freight itself; concurrently, the attributes of the shipment will decide the costs of transportation. If the transported cargo is a dangerous product, then it requires a particular truck, and also the trucker will undertake more risks, and hence, the rate is likely to be higher. Based on this, we plot the type of transported cargo of each route and display it in Figure 5.

As can be noted from Figure 5, the proportion of the transported goods in the different routes is quite different. In the above eight classifications of goods, the class "saplings/vegetables/fruit" is most evidently seasonal. For route CTG, the class "saplings/vegetables/fruit" accounts for approximately 50%, which indicates that when the fruit/vegetable harvest or market economy is dull, the price fluctuation in the fruits and vegetables are more likely to affect the volatility of CTG. The main types of goods transported by GTK and GTQ are heavy cargo: 63.24% and 55.91%, respectively. For CTK, CK, KT, KT, QTC, QTC, QTG, and QTK, the main types of products are comprised of building materials, general cargo, and shipping commodities. Because these types do not have distinct seasonality, and if there is a significant fluctuation, then this fluctuation is highly possible from industry changes. In particular, route GTC is different from the others, because its main transported cargo is scrap iron (64.44%), whereas the other routes have few such goods. In China, the transportation charge of scrap iron is generally stable and fixed, because most of the steel or iron enterprises are under long-term co-operation with either third-party logistic companies or individual drivers, with a monthly statement. Under the execution of the monthly report, the truckers and shippers are more concerned about the negative external influences, because bad news is likely to aggravate further premium. In addition, for those who have long-term co-operation, bad news may influence the settlement date. It is expected to delay the settlement date, and hence, the truckers do not receive the money on time. The individual truckers who are only activated in the spot market receive money after each transportation, bad news may make the trucking market worse. Thus, individual truckers might be more challenging to earn money. Therefore, bad
news may result in more tension for the market participants than good news, which reflects the impact of negative shocks on the volatility.

4.3.3. Volatility Forecasting. The NN-GARCH model is compared to several benchmark methods, including asymmetric GARCH models and the ARIMA model. The appropriate ARIMA model is determined based on the low AIC, and the stationarity of volatility series has been checked in Table 1. According to the criterion, ARIMA (2, 1, 2) is selected for R_CTG, R_CTK, R_CTQ, and R_QTC, and ARIMA (1, 1, 0) is selected for the remaining TRV series. Concurrently, the NN-EGARCH model and asymmetric EGARCH models are in consistent with the results presented Sections 4.3.1 and 4.3.2. We implemented a static forecast approach (Figure 6) to conduct a next-day TRV forecast without reestimation of the model for the next step, that is, using the actual value of the predictor variable in the previous period for making a prediction in the out-of-sample.

To assess the forecast accuracy, we considered two performance measures: mean absolute percentage error (MAPE) and mean absolute scaled error (MASE). MASE was proposed by Hyndman and Koehler [37] which is independent of the scale of data. They were calculated based on the following equations:
Further, the Diebold–Mariano (DM) test [38] is implemented to compare the out-of-sample prediction results obtained from ARIMA and NN-EGARCH model. The DM test is widely used in determining whether the difference of time series predicting accuracy by different models is substantially crucial from a statistical perspective [39]. Table 7 summarizes the results of the DW test for the comparisons of ARIMA and NN-EGARCH for the reestimation forecasting of the group of TRV series. The prominent feature is that it is possible to reject the null hypothesis that ARIMA and NN-EGARCH models have the equal predictive capacity at the traditional levels of significance. Thus, it seems that even though NN-EGARCH model performs better than ARIMA in R_CTK, R_CTQ, R_GTC, R_GTK, and R_KTG, the predictive improvement offered by NN-EGARCH is not statistically significant. This feature indicates that the underlying process that generates TRV data is substantially linear, as well as the weak possibility of existence of nonlinear dynamics in the data. Consequently, the NN-EGARCH does not display statistically better forecasts than ARIMA model.

5. Conclusions

The trucking sector plays an essential role in the national economy, whose research has strongly attracted the interest of numerous shippers, truckers, and market managers in the past years. Participants and decision makers are continuously demanding accurate modeling and forecasting of a future TRV. A predictive improvement, even a simple one, is large for these participants, particularly for the individual truckers because it would allow them to better understand the market change and avoid lower bid or premium.

This study model forecasts the time-varying TRV by proposing a practical framework to estimate the TRV and demonstrate the applicability of the econometric volatility and nonlinear and linear models in the trucking sector. Particularly, an SST-GARCH model is employed to determine the effects of market shocks on the volatility of the TRV, and an SST-EGARCH model is utilized for capturing the asymmetric impact. In addition, we compare the

### Table 5: In-sample forecast performance.

<table>
<thead>
<tr>
<th>Route-specific TRV</th>
<th>SST-EGARCH</th>
<th>ARIMA</th>
<th>NN-EGARCH</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAPE</td>
<td>MASE</td>
<td>MAPE</td>
</tr>
<tr>
<td>R_CTQ</td>
<td>0.781</td>
<td>0.985</td>
<td>0.898</td>
</tr>
<tr>
<td>R_CTK</td>
<td>1.205</td>
<td>0.918</td>
<td>1.125</td>
</tr>
<tr>
<td>R_CTQ</td>
<td>0.886</td>
<td>0.985</td>
<td>0.891</td>
</tr>
<tr>
<td>R_GTC</td>
<td>1.325</td>
<td>0.912</td>
<td>1.514</td>
</tr>
<tr>
<td>R_GTK</td>
<td>0.915</td>
<td>0.954</td>
<td>0.851</td>
</tr>
<tr>
<td>R_GTQ</td>
<td>0.531</td>
<td>0.899</td>
<td>0.622</td>
</tr>
<tr>
<td>R_KTC</td>
<td>0.489</td>
<td>0.936</td>
<td>0.458</td>
</tr>
<tr>
<td>R_KTG</td>
<td>0.587</td>
<td>0.998</td>
<td>0.612</td>
</tr>
<tr>
<td>R_QTC</td>
<td>0.554</td>
<td>0.901</td>
<td>0.585</td>
</tr>
<tr>
<td>R_QTG</td>
<td>0.774</td>
<td>0.933</td>
<td>0.785</td>
</tr>
<tr>
<td>R_QTK</td>
<td>0.667</td>
<td>0.976</td>
<td>0.590</td>
</tr>
</tbody>
</table>

Bold values indicate best performance.

MAPE = $100 \times \frac{1}{N} \sum_{t=1}^{N} \frac{|\hat{y}_t - y_t|}{y_t}$

MASE = \[ \text{mean} \left| \frac{e_t}{(1/(N-1)) \sum_{i=2}^{N} (\hat{y}_{t-1} - \hat{y}_{t-1})} \right| \]

where $N$ is the number of observations, $y_t$ and $\hat{y}_t$ represent the actual and the predicted price values at time $t$, respectively, $e_t$ is the forecast error calculated as $(y_t - \hat{y}_t)$, and $(\hat{y}_t - \hat{y}_{t-1})$ is the forecast error of the naïve forecast.

We divided the dataset into training (in-sample) and test (out-of-sample) samples. The in-samples were from March 1, 2018 to August 11, 2018, and the out-of-samples were from August 12, 2018 to August 31, 2018. For the out-of-sample, we examined forecasting the next-day TRV with and without reestimating the forecast model at each step for each employed model. The computational results were obtained with the R software. Results of the in-sample and out-of-sample forecast performances of the employed models are presented in Tables 5 and 6, respectively. Based on Table 5, the NN-EGARCH models perform better than ARIMA and SST-EGARCH in the in-sample forecast. As per Table 6, the ARIMA and NN-EGARCH models outperform SST-EGARCH in the out-of-sample forecast for any case. Concurrently, the forecasting performances of SST-EGARCH and NN-EGARCH have been improved remarkably after reestimation at each step. In contrast, the predictive improvement of ARIMA models has a slight difference after reestimation of model at each step.

When utilizing MAPE, MAPEs in the out-of-sample for NN-EGARCH are lower than those for ARIMA for R_CTK, R_CTQ, R_GTC, R_GTK, and R_KTG, whereas for the remainder route-specific TRV series, ARIMA performs better. To obtain the measurement of the forecast accuracy for the group of route-specific TRV series, we adopt the mean of the average MAPE values. The average MAPEs for ARIMA and NN-EGARCH are 0.322 and 0.328, respectively, which indicates that NN-EGARCH and ARIMA perform similarly when next-day TRV forecasting with reestimation.
forecasting abilities of the conventional GARCH-type models, NN-EAGRCH, and ARIMA by a complete forecasting analysis. The empirical results in this manuscript offer practical information for shippers, truckers, and decision makers, as well as significant contributions to the existing trucking literature.

First, basic statistical analysis is conducted as a fundamental analysis to obtain the time-variation feature of the TRV, which is followed by stationary and ARCH effect tests. It is unexpected to observe that the statistical characteristics of the TRV have similarities with those of the shipping rates and the financial series; specifically, they are stationary but nonnormal, with a fat tail and a sharp peak. In addition, a strong ARCH effect is characterized. Concurrently, 12 TRV series in southwest China indicate mean-reverting processes. Besides, we document that the asymmetric impact between the past innovations and the current volatility is significant. The asymmetric volatility caused by the adverse shocks is higher than that by the positive shocks, which can be explained by the more significant worries for a bad market news.

Second, the forecast of the TRV with/without reestimation at each step by the different methods considered in our study is precise. The employed models allow reaching the test-sample MAPEs of less than 10% in forecasting with reestimation. Meanwhile, we interestingly find that reestimation at each step improves forecast performance for the hybrid models but forecasts of ARIMA, with or without reestimation in each step, are not much different. Similar to this study, Munim et al. [21] also found that for neural networks reestimation improves forecast performance but not much for ARIMA. Furthermore, NN-EAGARCH and ARIMA perform similarly in predicting with reestimation for the next-day TRV forecasting in terms of the average MAPEs for the group of the TRV time series. However, results of the DW test reveal that the improvement in prediction offered by nonlinear method (e.g., NN-EAGARCH) is not significant in any case.

Finally, with the growing market share of the trucking sector and extreme volatility of the freight rates in trucking.

<table>
<thead>
<tr>
<th>Route-specific TRV</th>
<th>Forecast with/without Reestimation at each step</th>
<th>SST-EGARCH</th>
<th>ARIMA</th>
<th>NN-EGARCH</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MAPE</td>
<td>MASE</td>
<td>MAPE</td>
</tr>
<tr>
<td>R_CTG</td>
<td>Without reestimation</td>
<td>0.610</td>
<td>2.082</td>
<td>0.317</td>
</tr>
<tr>
<td></td>
<td>With reestimation</td>
<td>0.494</td>
<td>1.717</td>
<td>0.316</td>
</tr>
<tr>
<td>R_CTK</td>
<td>Without reestimation</td>
<td>0.943</td>
<td>3.121</td>
<td>0.289</td>
</tr>
<tr>
<td></td>
<td>With reestimation</td>
<td>0.644</td>
<td>2.192</td>
<td>0.289</td>
</tr>
<tr>
<td>R_CTQ</td>
<td>Without reestimation</td>
<td>0.611</td>
<td>2.115</td>
<td>0.324</td>
</tr>
<tr>
<td></td>
<td>With reestimation</td>
<td>0.360</td>
<td>1.211</td>
<td>0.323</td>
</tr>
<tr>
<td>R_GTC</td>
<td>Without reestimation</td>
<td>1.003</td>
<td>3.215</td>
<td>0.304</td>
</tr>
<tr>
<td></td>
<td>With reestimation</td>
<td>0.953</td>
<td>3.165</td>
<td>0.291</td>
</tr>
<tr>
<td>R_GTK</td>
<td>Without reestimation</td>
<td>0.791</td>
<td>2.887</td>
<td>0.379</td>
</tr>
<tr>
<td></td>
<td>With reestimation</td>
<td>0.593</td>
<td>2.272</td>
<td>0.378</td>
</tr>
<tr>
<td>R_GTQ</td>
<td>Without reestimation</td>
<td>0.629</td>
<td>2.215</td>
<td>0.355</td>
</tr>
<tr>
<td></td>
<td>With reestimation</td>
<td>0.405</td>
<td>1.473</td>
<td>0.350</td>
</tr>
<tr>
<td>R_KTC</td>
<td>Without reestimation</td>
<td>0.647</td>
<td>1.954</td>
<td>0.238</td>
</tr>
<tr>
<td></td>
<td>With reestimation</td>
<td>0.565</td>
<td>1.608</td>
<td>0.238</td>
</tr>
<tr>
<td>R_KTG</td>
<td>Without reestimation</td>
<td>0.643</td>
<td>2.271</td>
<td>0.340</td>
</tr>
<tr>
<td></td>
<td>With reestimation</td>
<td>0.641</td>
<td>2.332</td>
<td>0.342</td>
</tr>
<tr>
<td>R_KTQ</td>
<td>Without reestimation</td>
<td>0.804</td>
<td>3.254</td>
<td>0.328</td>
</tr>
<tr>
<td></td>
<td>With reestimation</td>
<td>0.635</td>
<td>2.702</td>
<td>0.328</td>
</tr>
<tr>
<td>R_QTC</td>
<td>Without reestimation</td>
<td>0.729</td>
<td>2.112</td>
<td>0.323</td>
</tr>
<tr>
<td></td>
<td>With reestimation</td>
<td>0.652</td>
<td>1.785</td>
<td>0.321</td>
</tr>
<tr>
<td>R_QTG</td>
<td>Without reestimation</td>
<td>0.705</td>
<td>2.546</td>
<td>0.361</td>
</tr>
<tr>
<td></td>
<td>With reestimation</td>
<td>0.588</td>
<td>2.252</td>
<td>0.345</td>
</tr>
<tr>
<td>R_QTK</td>
<td>Without reestimation</td>
<td>1.047</td>
<td>3.661</td>
<td>0.345</td>
</tr>
<tr>
<td></td>
<td>With reestimation</td>
<td>0.801</td>
<td>2.751</td>
<td>0.343</td>
</tr>
</tbody>
</table>

Table 6: Out-of-sample predictive performance in a static forecast approach.

Table 7: DM test of the out-of-sample forecast performance with reestimation.
Mathematical Problems in Engineering

further research is required for verifying the enhancement provided by the temporal and between-route correlations for the forecasting accuracy.
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