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Interest rate is an important macrofactor that affects asset prices in the financial market. As the interest rate in the real market has
the property of fluctuation, it might lead to a great bias in asset allocation if we only view the interest rate as a constant in portfolio
management. In this paper, we mainly study an optimal investment strategy problem by employing a constant elasticity of
variance (CEV) process and stochastic interest rate. .e assets of investment for individuals are supposed to be composed of one
risk-free asset and one risky asset. .e interest rate for risk-free asset is assumed to follow the Cox–Ingersoll–Ross (CIR) process,
and the price of risky asset follows the CEV process. .e objective is to maximize the expected utility of terminal wealth. By
applying the dual method, Legendre transformation, and asymptotic expansion approach, we successfully obtain an asymptotic
solution for the optimal investment strategy under constant absolute risk aversion (CARA) utility function. In the end, some
numerical examples are provided to support our theoretical results and to illustrate the effect of stochastic interest rates and some
other model parameters on the optimal investment strategy.

1. Introduction

.e optimal investment strategy problems, as a critical part
of portfolio management with behaviors, are studied by
[1, 2], in which the stochastic control method is used and
some analytical solutions are provided. In the model of [2], it
supposes that individuals allocate their wealths between one
risky asset and one risk-free asset and further search an
optimal consumption rate to maximize the total expectation
on the discounted utility of the consumption. Inspired by the
work of [2], many scholars have made plentiful research
studies on the extensions and applications for the optimal
investment problems. For instances, [3] consider one more
factor, borrowing constraints, and they analyze an invest-
ment decision for a single agent by using the dynamic
programming principle (DPP) method to derive an ana-
lytical solution for the objective function with CRRA utility.
Vila and Zariphopoulou [4] study a similar problem, but
they develop a new method to approach the viscosity

solution of Hamilton–Jacobi–Bellman (HJB) equation..us,
they provide a wider way to analyze investment strategy
problems than before. In [5–7], the stochastic interest rate is
involved and the investment strategy with infinite time
horizon is discussed by applying a method with lower and
upper solutions. Moreover, the existence of the solution of
HJB equation is also verified. [8–10] consider the effect factor
of transaction costs in investment problem. Zhang and Rong
[11] consider the optimal investment strategies for defined
contribution (DC) pension with an affine interest rate. By
applying the HJB equation, dual theory, and Legendre
transformation, they find the explicit solutions for the CRRA
and CARA utility functions, respectively. Zhang [12] con-
siders a continuous-time dynamic mean-variance portfolio
selection problem of DC pension funds with stochastic
salary. An explicit solution with a closed form for the op-
timal investment portfolio as well as the efficient frontier is
obtained. In all the abovementioned models, it is assumed
that stock prices follow a geometric Brownian motion
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(GBM), which implies that the volatility coefficient of risky
assets is just a constant in the model.

Volatility is a very important factor that affects the
portfolio selection. In the real financial market, volatility
always fluctuates with the spread of many kinds of infor-
mation, especially in the bear market. .erefore, if the
volatility is regarded as a constant in the process of risky
assets, then it would not accurately reflect the fluctuation of
risky asset in time, which may lead to the underestimation of
the risk of risky assets. .ereby, we must consider volatility
as a stochastic process and we employ a constant elasticity of
variance (CEV) process to cover the dynamic volatility. But
in the models of [11, 12], volatility is viewed as a constant,
which is a special case in our model. .erefore, the results of
optimal portfolio selection of our model cover those of the
models in [11, 12]. As a diffusion process for European
option pricing, a CEV process is firstly proposed in [13] and
it is a natural extension of the geometric Brownian motion.
.e advantage of the CEV process covers that the volatility
of such a model has correlation with risky asset prices and
can explain volatility smile efficiently. Many literatures
provide detailed analyses on the option pricing formula
under the CEV model (see [14–17], etc.). In recent years, the
CEV process has been employed to pension plans and also
used to search optimal investment strategy under different
utility functions (see [18–25]).

Unfortunately, in these works no one considers to
employ the CEV process and stochastic interest rate to
search optimal investment strategy. In other words, only the
constant interest rate is involved in these models. One of
important reasons is that the CEV process combining with
the stochastic interest rate will make it very difficult to obtain
the analytic solution for the optimal investment strategy.
However, in real market the interest rate is not a constant,
but a process with fluctuation..e volatility of interest rate is
also an important source of market risks. In addition, the
interest rate is a critical macrofactor influencing the prices of
various financial assets. .ereby, if we just simplify the
interest rate as a constant in the optimal investment
problem, it might underestimate some risks in the portfolio
management and lead to a big error in the asset allocation.
Consequently, it is necessary for us to involve the stochastic
interest rate in the model of investment problems.

In this paper, we assume that individuals are allowed to
invest one risk-free asset and one risky asset, such as a stock.
Considering that the interest rate has the property of mean
reverting and positive values, we assume that the interest
rate follows Cox–Ingersoll–Ross (CIR) process. Moreover,
the price of risky asset is supposed to follow the CEV
process. Our optimal objective function is to maximize the
expected utility of terminal wealth. Unfortunately, it is very
hard to directly derive the analytic solution of such an
objective function. To reduce the difficulty, we employ the
dual method to simplify the original problem. Meanwhile,
Legendre transformation is also applied as a critical tech-
nique in the dual method. Even the dual method is used, and
the equation after Legendre transformation is still a non-
linear problem. Fortunately, we find an asymptotic tech-
nique to approach an asymptotic solution of the dual

problem. .is is the innovation of our paper and the main
difference between our paper and [11], in which asymptotic
technique is not mentioned. .is is the main contribution of
our paper. In the end, some numerical examples are illus-
trated to support our theoretical results and to test the effect
of stochastic interest rates on the optimal investment
strategy.

.e rest of this paper is organized as follows. In Section
2, we introduce some continuous process for interest rate
and risky asset. Furthermore, an optimal investment
problem is put forward. In Section 3, we derive a HJB
equation by applying dynamic programming principle, and
then transform it into its dual one by using Legendre
transformation. In Section 4, we obtain the asymptotic
solution for the optimal investment strategy with CARA
utility. In Section 5, we provide some numerical examples to
support our theoretical results.

2. Model Formulations

In this paper, we consider a simple portfolio, which is just
composed of two financial assets. One is a risk-free asset and
the other one is a risky asset. We denote the price of the risk-
free asset at time t by S0(t), whose dynamics is expressed as

dS0(t) � r(t)S0(t)dt, with S(0) � S0 > 0, (1)

where r(t) is an interest rate, which follows the CIR process:

dr(t) � k1 − k2r(t)( dt + δ
����
r(t)


dW1(t), with r(0) � r0 > 0,

(2)

where k1, k2, and δ are positive constants, and the Feller
condition is assumed to be satisfied, i.e., 2k1 > δ

2 holds.
.e price S(t) of the risky asset is supposed to follow the

CEV process as follows:

dS(t) � S(t) · μdt + σS
θ
(t)dW2(t) , (3)

where μ is an expected instantaneous rate of return, σ is the
instantaneous volatility, and θ is the elasticity parameter.
Both W1(t) and W2(t) in (2) are standard Brownian mo-
tions. Furthermore, we assume that the Brownian motion
W1(t) is correlated with W2(t) and that the instantaneous
correlation coefficient is ρ, i.e., dW1(t)dW2(t) � ρdt.

Let V(t) denote the individual wealth at time t, π(t) be
the proportion of the wealth invested in risky asset..en, the
proportion of wealth invested in risk-free asset is 1 − π(t).
SSuppose that the events of short selling and borrowing at
the risk-free interest rate r are allowed. .e wealth process
V(t) satisfies the following stochastic process:

dV(t) � [V(t)(π(t)(μ − r(t)) + r(t))]dt + π(t)σSθ(t)

V(t)dW2(t),

V(0) � V0 > 0,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(4)

where V0 denotes an initial wealth.

Definition 1. A strategy π(t) is said to be admissible if the
following conditions are satisfied:
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(i) π(t) is Ft-measurable and satisfies 
T

0 π(t)dt<∞,
T> 0, almost surely

(ii) E 
T

0 (π(t)σ)2dt<∞

(iii) .e stochastic differential equation (2) has a unique
strong solution corresponding to any π(t)

Assume that the set of all admissible strategies is denoted
by A � π(t), 0≤ t≤T{ }. .e aim of individuals is to maxi-
mize the expected utility of terminal wealth in the finite
horizon as follows:

sup
π(t)∈A

E[U(V(T))], (5)

where U(·) is a utility function. In this paper, the constant
absolute risk aversion (CARA) utility is considered and it has
the expression as

U(x) � −
e− qx

q
. (6)

3. Optimization Process

In this section, we mainly discuss how to find a solution for
the optimal objective function in Section 2. Firstly, we define
a value function K(t, s, r, v) as follows:
K(t, s, r, v) ≔ sup

π(t)∈A
E[U(V(T)) | S(t) � s, V(t) � v, r(t) � r],

0≤ t≤T,

(7)

with boundary condition K(T, s, r, v) � U(v). .e HJB
equation of the optimal problem (7) can be given by

Kt + μsKs +
1
2
σ2s2θ+2

Kss + rvKv + k1 − k2r( Kr

+
1
2

rδ2Krr + ρσδ
�
r

√
s
θ+1

Ksr + sup
π

1
2
π2σ2s2θv2Kvv

+ π (μ − r)vKv + s
2θ+1σ2vKvs + ρs

θ
vσδ

�
r

√
Kvr  � 0,

(8)

where Kt, Ks, Kv, Kr, Krr, Kvv, Kss, Kvr, Kvs, andKrs denote
different partial derivatives with respect to parameters
t, s, v, and r.

.e first order maximal condition of (8) is

π∗(t) � −
(μ − r)Kv + σ2s2θ+1vKvs + ρσvδ

�
r

√
sθKvr

v2σ2s2θKvv

. (9)

Putting (9) into (8), it follows that

Kt + μsKs +
1
2
σ2s2θ+2

Kss + rvKv + k1 − k2r( Kr +
1
2
δ2rKrr

+ ρσδ
�
r

√
s
θ+1

Ksr −
(μ − r)Kv + σ2s2θ+1Kvs + ρσδ

�
r

√
sθKvr 

2

2σ2s2θKvv

� 0.

(10)

For problem (10), it is very hard to obtain its analytic
solution directly. Following the work of [26], by applying
Legendre transformation and dual method, firstly, we can
search a dual problem of (10). Now, we define Legendre
transformation for K as

K(t, s, r, z) ≔ sup
v>0

K(t, s, r, v) − zv | 0< t<T{ }, (11)

where z> 0 denotes the dual variable of v. .e optimal value
of v is denoted by g(t, s, r, z) as

g(t, s, r, z) ≔ inf
v>0

v | K(t, s, r, v)≥ zv + K(t, s, r, z), 0< t<T ,

(12)

and this leads to
K(t, s, r, z) � K(t, s, r, g) − zg, g(t, s, r, z) � v. (13)

Consequently, the relationship of the derivatives for the
value function K and the dual function K can be given as
follows:

Kv � z, Kt � Kt, Kr � Kr, Ks � Ks,

g � − Kz, Kvv � −
1

Kzz

, Kss � Kss −
K
2
sz

Kzz

,

Krr � Krr −
K
2
rz

Kzz

, Kvs � −
Ksz

Kzz

,

Kvr � −
Krz

Kzz

, Ksr � Ksr −
Ksz

Krz

Kzz

.

(14)

In this paper, we use the function g as the dual function
of K. .en, it would provide an easy way to compute optimal
strategy.

At the terminal time T, K(T, s, x, v) � U(v). Similarly,
we define

g(T, s, r, z) ≔ inf
v>0

v | U(v)≥ zv + K(T, s, r, z) ,

K(t, s, r, z) ≔ sup
v>0

U(v) − zv|v〉0{ }.
(15)

.en, it follows that

g(T, s, r, z) � U′( 
− 1

(z). (16)

Substituting (14) into (10), we can obtain the following
equation of the function K:

Kt + μs Ks +
1
2
σ2s2θ+2 Kss + rgz + k1 − k2r(  Kr

+
1
2
δ2r Krr −

1
2
δ2r 1 − ρ2 

K
2
rz

Kzz

+ ρσδ
�
r

√
s
θ+1 Ksr

− (μ − r)sz Ksz +
(μ − r)2z2

2σ2s2θ
Kzz −

(μ − r)ρδ
�
r

√
z

σsθ
Krz � 0.

(17)
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For equality g(t, s, r, z) � − Kz, differentiating on its
both sides with respect to the variables t, s, r, and z, we
achieve the first- and second-order partial derivatives as
follows:

Ktz � − gt,
Ksz � − gs,

Kssz � − gss,
Kzz � − gz,

Ksrz � − gsr,
Kzzz � − gzz, Kszz � − gsz, Krzz � − grz,

Krz � − gr,
Krrz � − grr,

K
2
rz

Kzz

� −
g2

r

gz

.

(18)

Similarly, differentiating both sides of equation (17) with
respect to z and then using the relationships in (18), we can
have that

gt + rsgs +
1
2
σ2s2θ+2

gss − rg +
(μ − r)2

σ2s2θ
− r zgz

+
(μ − r)2

2σ2s2θ
z
2
gzz − (μ − r)szgsz + ρσδ

�
r

√
s
θ+1

gsr

+ k1 − k2r( gr +
1
2
δ2rgrr −

ρδ
�
r

√
(μ − r)

σsθ
gr + zgrz( 

−
1
2

rδ2 1 − ρ2 
2grgrz

gz

−
g2

rgzz

g2
z

  � 0,

(19)

with the boundary condition

g(T, s, r, z) � U′( 
− 1

(z). (20)

Note that from (14) and (18), it follows that

Kv � z, Kvs � −
Ksz

Kzz

, Kvr � −
Krz

Kzz

,

Kzz � − gz, Ksz � − gs,
Krz � − gr, g � v.

(21)

.us, by applying the equalities above, the optimal
strategy (9) can be written as

π ∗t � −
(μ − r)Kv + σ2s2θ+1Kvs + ρσδ

�
r

√
sθKvr

vσ2s2θKvv

� −
(μ − r)z + σ2s2θ+1 − Ksz/ Kzz  + ρσδ

�
r

√
sθ − Krz/ Kzz 

vσ2s2θ − 1/Kzz 

�
(μ − r)z Kzz − σ2s2θ+1 Ksz − ρσδ

�
r

√
sθ Krz

vσ2s2θ

�
− (μ − r)zgz + σ2s2θ+1gs + ρσδ

�
r

√
sθgr

gσ2s2θ
.

(22)

Remark 1. Notice that equation (10) of K has been trans-
formed into (19) for the dual function g, and there exists a
relationship of

z

zz

g2
r

gz

  �
2grgrz

gz

−
g2

rgzz

g2
z

. (23)

Now, the problem is to solve (19) for the dual function g.
For (19), we can conjecture the solution via variable
transformation technique. Furthermore, it combines with
(22), the optimal strategy can be obtained.

4. Asymptotic Solution

In this section, by applying variable transformation and
asymptotic expansion approach, we try to obtain an as-
ymptotic solution for (19). In this paper, the CARA utility
function described by (6) is considered.

From (16) and (6), we have that

g(T, s, r, z) � −
1
q
ln z. (24)

Similar to [18], the form of a solution to (19) can be
presented by

g(t, s, r, z) � −
1
q

[h(t)(ln z + m(t, y, r))] + n(t),

y � s− 2θ,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(25)

with the boundary conditions, h(T) � 1, n(T) � 0, and
m(T, y, x) � 0. .en, it follows that

gt � −
1
q

ht(ln z + m(t, y, r)) + h(t)mt  + nt,

gs �
2θ
q

s
− 2θ− 1

h(t)my, gz � −
h(t)

qz
, gr � −

h(t)mr

q
,

grr � −
h(t)mrr

q
, gzz �

h(t)

qz2 , gsz � grz � 0,

gss � −
h(t)

q
4θ2s− 4θ− 2

myy + 2θ(2θ + 1)s
− 2θ− 2

my ,

gsr �
2θ
q

s
− 2θ− 1

h(t)myr.

(26)

Inputting the derivatives above in (19), the following
equation can be obtained:

ht − rh(t) lnz + rn(t) − nt q + h(t) L0 + L1 + L2( m

−
1
2
δ2r 1 − ρ2  mr( 

2
 � 0,

(27)

where
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L0m � k1 − k2r( mr +
1
2
δ2rmrr, (28)

L1m � mt + θ (2θ + 1)σ2 − 2ry my + 2θ2σ2ymyy

+
(μ − r)2

2σ2
y − r,

(29)

L2m � − 2ρσθδ
�
r

√ ��
y

√
myr −

ρδ
�
r

√
(μ − r)

σ
��
y

√
mr. (30)

Furthermore, we decompose (27) into the following
three equations by setting the coefficients of terms ln z, q and
h(t) to be zeros:

ht − rh(t) � 0, (31)

rn(t) − nt � 0, (32)

L0 + L1 + L2( m −
1
2

rδ2 1 − ρ2  mr( 
2

� 0. (33)

Considering that h(T) � 1 and n(T) � 0, the solution of
(31) and (32) can be given by

h(t) � e
r(t− T)

,

n(t) � 0.
(34)

But equation (33) is a nonlinear partial differential
equation, and it is very difficult to obtain the analytical
solution. Fortunately, the asymptotic expansion approach is
an effective method to solve such nonlinear problems. For
instance, in [27, 28], it assumes that the volatility follows a
slow-fluctuating process and the asymptotic formulas for
option pricing under different stochastic volatility models
are derived. Similarly, we try to find an asymptotic solution
of (33) by a following slow-fluctuating process rϵ(t) to re-
place (2), in which 0< ϵ≪ 1 is a small positive parameter:

dr
ϵ
(t) � ϵ k1 − k2r(t)( dt +

�
ϵ

√ ����
r(t)


dW1(t). (35)

Input (35) into (33), and replace k1 − k2r and
�
r

√
with

ϵ(k1 − k2r) and
�
ϵ

√ �
r

√
, respectively..en, mϵ for (33) can be

written as follows:

ϵL0 + L1 +
�
ϵ

√
L2( m
ϵ

−
1
2
ϵr 1 − ρ2  m

ϵ
r( 

2
� 0. (36)

A solution to (36) is assumed to follow the form as

m
ϵ
(t, y, r) � m

(0)
(t, y, r) +

�
ϵ

√
m

(1)
(t, y, r) + ϵm(2)

(t, y, r).

(37)

Substituting (37) into (36), we obtain that

L1m
(0)

+
�
ϵ

√
L1m

(1)
+ L2m

(0)
  + ϵ L0m

(0)
+ L1m

(2)


+ L2m
(1)

−
1
2

r 1 − ρ2  m
(0)
r 

2
 � 0.

(38)

Collecting the coefficients of terms with the same order
in (38), three equations can be presented as follows. For the
term of ϵ0, it follows that

L1m
(0)

� 0, withm
(0)

(T, y, r) � 0. (39)

For the term of
�
ϵ

√
, from its coefficient we have that

L1m
(1)

+ L2m
(0)

� 0, with m
(1)

(T, y, r) � 0. (40)

For the term of ϵ, we can obtain the equation as

L0m
(0)

+ L1m
(2)

+ L2m
(1)

−
1
2

r 1 − ρ2  m
(0)
r 

2
� 0,

withm
(2)

(T, y, r) � 0.

(41)

In the following lemmas, we will try to solve three
equations in (39)–(41), respectively.

Lemma 1. 2e solution for equation (39) can be given by

m
(0)

(t, y, r) � A(t, r) + B(t, r)y, (42)

where

A(t, r) �
(2θ + 1)(μ − r)2

4r
− r (T − t) −

2θ + 1
8r2θ

(μ − r)
2

· 1 − e
2rθ(t− T)

 ,

B(t, r) � σ− 2(μ − r)2

4rθ
1 − e

2rθ(t− T)
 .

(43)

Proof. From (29), equation (39) can be rewritten as

m
(0)
t + θ (2θ + 1)σ2 − 2ry m

(0)
y + 2θ2σ2ym

(0)
yy +

(μ − r)2

2σ2
y − r � 0,

(44)

with the boundary condition m(0)(T, y, r) � 0. We try to use
the following form to solve (44):

m
(0)

(t, y, r) � A(t, r) + B(t, r)y, (45)

with boundary conditions, A(T, r) � B(T, r) � 0.
Inserting (45) into (44), we have the following equation:

At + θ(2θ + 1)σ2B(t, r) − r + y Bt − 2rθB(t, r) +
(μ − r)2

2σ2
  � 0.

(46)

By the merger of similar items y0 and y, equality (46) can
be decomposed into two equations:

Bt − 2rθB(t, r) +
(μ − r)2

2σ2
� 0, (47)

At + θ(2θ + 1)σ2B(t, r) − r � 0. (48)

By solving (47) and (48), we can obtain the solutions of
them as follows:
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A(t, r) �
(2θ + 1)(μ − r)2

4r
− r (T − t) −

2θ + 1
8r2θ

(μ − r)
2

· 1 − e
2rθ(t− T)

 ,

B(t, r) � σ − 2(μ − r)2

4rθ
1 − e

2rθ(t− T)
 .

(49)

.erefore, (42) and (44) are verified. □

Lemma 2. 2e solution for equation (40) can be given by

m
(1)

(t, y, r) � c(t, r) + d(t, r)y
1/2

+ f(t, r)y + w(t, r)y
3/2

,

(50)

where

f(t, r) �
(μ − r)2

4rθσ2
1 − e

2rθ(t− T)
 , (51)

c(t, r) � θ(2θ + 1)σ2 
T

t
f(s, r)ds − r(T − t),

w(t, r) � −
ρδ

�
r

√
(μ − r)

σ
e
3rθ(t− T)


T

t
Bre

3rθ(T− s)ds,

d(t, r) �
3
2
θ(3θ + 1)σ2erθ(t− T)


T

t
w(s, r)e

rθ(T− s)ds

−
ρδ

�
r

√
(μ − r)

σ
e

rθ(t− T)


T

t
Are

rθ(T− s)ds

− 2δ
�
r

√
ρθσe

rθ(t− T)


T

t
Bre

rθ(T− s)ds.

(52)

Proof. Equality (40) can be rewritten as follows:

m
(1)
t + θ (2θ + 1)σ2 − 2ry m

(1)
y + 2θ2σ2ym

(1)
yy +

(μ − r)2

2σ2
y

− r − 2ρσθδ
�
r

√ ��
y

√
m

(0)
yr −

ρδ
�
r

√
(μ − r)

σ
��
y

√
m

(0)
r � 0.

(53)

For (53), we try to use the following form to obtain its
solution:

m
(1)

(t, y, r) � c(t, r) + d(t, r)y
1/2

+ f(t, r)y + w(t, r)y
3/2

,

(54)

with boundary conditions, c(T, r) � d(T, r) � f(T, r) �

w(T, r) � 0.

From (42), we have that

m
(0)
r � Ar + Bry, m

(0)
yr � Br. (55)

Inputting (54) and (55) into (53), it follows that

ct + dty
1/2

+ fty + wty
3/2

+ θ (2θ + 1)σ2 − 2ry 
1
2
d(t)y

− 1/2
+ f(t, r) +

3
2

w(t, r)y
1/2

 

+ 2θ2σ2y −
1
4
y

− 3/2
d(t, r) +

3
2

w(t, r)y
− 1/2

  +
(μ − r)2

2σ2
y − r

− 2ρσθδ
�
r

√ ��
y

√
Br −

ρ(μ − r)δ
�
r

√

σ
��
y

√
Ar + Bry(  � 0.

(56)

Collecting (56) by the same orders of y− 1/2, y1/2, y, and
y3/2, we can achieve the following equations:

ft − 2θrf(t, r) +
(μ − r)2

2σ2
� 0,

ct + θ(2θ + 1)σ2f(t, r) − r � 0,

wt − 3θrw(t, r) +
ρδδ

�
r

√
(μ − r)

σ
Br � 0,

dt − rθd(t, r) +
3
2
θ(3θ + 1)σ2w(t, r) −

�
r

√
(μ − r)ρδAr

σ
− 2

�
r

√
θρδσBr � 0.

(57)
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.en, the solutions of equations 58–61 can be obtained
as follows, respectively:

f(t, r) �
(μ − r)2

4rθσ2
1 − e

2rθ(t− T)
 ,

c(t, r) � θ(2θ + 1)σ2 
T

t
f(s, r)ds − r(T − t),

w(t, r) � −
ρδ

�
r

√
(μ − r)

σ
e
3rθ(t− T)


T

t
Bre

3rθ(T− s)ds,

d(t, r) �
3
2
θ(3θ + 1)σ2erθ(t− T)


T

t
w(s, r)e

rθ(T− s)ds

−
ρδ

�
r

√
(μ − r)

σ
e

rθ(t− T)


T

t
Are

rθ(T− s)ds

− 2
�
r

√
ρθσδe

rθ(t− T)


T

t
Bre

rθ(T− s)ds.

(58)

.is lemma is verified. □

Lemma 3. 2e solution for (41) can be given by

m
(2)

(t, y, r) � C(t, r) + D(t, r)y
1/2

+ F(t, r)y + W(t, r)y
3/2

+ Q(t, r)y
2
,

(59)

where

Q(t, r) � −
r

2
1 − ρ2 δ2e4rθ(t− T)


T

t
B
2
re

4rθ(T− s)ds

−
ρδ

�
r

√
(μ − r)

σ
e
4rθ(t− T)


T

t
wre

4rθ(T− s)ds,

(60)

W(t, r) � −
ρδ

�
r

√
(μ − r)

σ
e
3rθ(t− T)


T

t
fre

3rθ(T− s)ds, (61)

F(t, r) � 2θ(4θ + 1)σ2e2rθ(t− T)


T

t
Q(s, r)e

2rθ(T− s)ds

+ k1 − k2r( e
2rθ(t− T)


T

t
Bre

2rθ(T− s)ds

− r 1 − ρ2 δ2e2rθ(t− T)


T

t
ArBre

2rθ(T− s)ds

−
ρδ

�
r

√
(μ − r)

σ
e
2rθ(t− T)


T

t
dre

2rθ(T− s)ds

− 3ρσθδ
�
r

√
e
2rθ(t− T)


T

t
wre

2rθ(T− s)ds

+
1
2

rδ2e2rθ(t− T)


T

t
Brre

2rθ(T− s)ds

+
(μ − r)2

4rθσ2
1 − e

2rθ(t− T)
 ,

(62)

D(t, r) �
3
2
θ(3θ + 1)σ2erθ(t− T)


T

t
W(s, r)e

rθ(T− s)ds

−
ρδ

�
r

√
(μ − r)

σ
e

rθ(t− T)


T

t
cre

rθ(T− s)ds

− 2
�
r

√
θρσδe

rθ(t− T)


T

t
crf

rθ(T− s)ds,

C(t, r) � θ(2θ + 1)σ2 
T

t
F(s, r)ds + k1 − k2r(  

T

t
Ards

−
1
2

r 1 − ρ2 δ2 
T

t
A
2
rds −

�
r

√
θρσδ 

T

t
drds

+
1
2

rδ2 
T

t
Arrds − r(T − t).

(63)

Proof. Based on the solutions of (39) and (40), (41) can be
rewritten as

m
(2)
t + θ (2θ + 1)σ2 − 2ry m

(2)
y + 2θ2σ2ym

(2)
yy +

(μ − r)2

2σ2
y − r

+ k1 − k2r( m
(0)
r +

1
2
δ2rm

(0)
rr − 2ρσθδ

�
r

√ ��
y

√
m

(1)
yr

−
ρδ

�
r

√
(μ − r)

σ
��
y

√
m

(1)
r −

1
2
δ2r 1 − ρ2  m

(0)
r 

2
� 0.

(64)

We try the following form to solve the solution of (64):

m
(2)

(t, y, r) � C(t, r) + D(t, r)y
1/2

+ F(t, r)y + W(t, r)y
3/2

+ Q(t, r)y
2
,

(65)

with boundary conditions

C(T, r) � D(T, r) � F(T, r) � W(T, r) � Q(T, r) � 0.

(66)

Considering that

m
(0)
r � Ar + Bry, m

(0)
rr � Arr + Brry, (67)

m
(1)
r � cr + dry

1/2
+ fry + wry

3/2
, m

(1)
yr �

1
2
dry

− 1/2

+ fr +
3
2
wry

1/2
.

(68)

Inputting (69), (71), and (72) into (78), it follows that
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Ct + Dty
1/2

+ Fty + Wty
1/2

+ Qty
2

+ θ (2θ + 1)σ2 − 2ry 

·
1
2

D(t, r)y
− 1/2

+ F(t, r) +
3
2

W(t, r)y
1/2

+ 2Q(t, r)y 

+ 2θ2σ2y −
1
4

D(t, r)y
− 3/2

−
3
4

W(t, r)y
− 1/2

+ 2Q(t, r) 

+ k1 − k2r(  Ar + Bry(  +
1
2
δ2r Arr + Brry( 

− 2ρσθδ
�
r

√ ��
y

√ 1
2
dry

− 1/2
+ fr +

3
2
wry

1/2
 

−
ρδ

�
r

√
(μ − r)

σ
��
y

√
cr + dry

1/2
+ fry + wry

3/2
 

−
1
2
δ2r 1 − ρ2  Ar + Bry( 

2
+

(μ − r)2

2σ2
y − r � 0.

(69)

Collecting the same orders of y− 1/2, y1/2, y, y3/2, and y2 in
(73), we obtain five equations as follows:

Qt − 4rθQ(t, r) −
r

2
1 − ρ2 δ2B2

r −
ρδ

�
r

√
(μ − r)

σ
wr � 0, (70)

Wt − 3rθW(t, r) −
ρδ

�
r

√
(μ − r)

σ
fr � 0, (71)

Ft − 2rθF(t, r) + 2θ(4θ + 1)σ2Q(t, r)

+ k1 − k2r( Br − r 1 − ρ2 δ2ArBr −
ρδ

�
r

√
(μ − r)

σ
dr

− 3ρσθδ
�
r

√
wr +

1
2

rδ2Brr +
(μ − r)2

2σ2
� 0,

(72)

Dt − rθ D(t, r) +
3
2
θ(3θ + 1)σ2W(t, r)

−
ρδ

�
r

√
(μ − r)

σ
cr − 2

�
r

√
θρσδfr � 0,

(73)

Ct + θ(2θ + 1)σ2F(t, r) − r + k1 − k2r( Ar

−
1
2

r 1 − ρ2 δ2A2
r −

�
r

√
θρσδdr +

1
2

rδ2Arr � 0.
(74)

Considering the boundary conditions in (70), the so-
lution of (74)–(78) can be presented as (63)–(67),
respectively. □

Theorem 1. 2e optimal investment strategy for the risky
asset is the following proportion:

π ∗t � v
− 1

R(t, y, r) J0(t, y, r) +
�
ϵ

√
J1(t, y, r) + ϵJ2(t, y, r)( ,

y � s
− 2θ

.

(75)

where

R(t, y, r) �
μ − r

qvσ2
ye

r(t− T)
,

J0(t, y, r) � 1 +
2θσ2m(0)

y − ρσδ
�
r

√
sθm(0)

r

μ − r
,

J1(t, y, r) �
2θσ2m(1)

y − ρσδ
�
r

√
sθm(1)

r

μ − r
,

J2(t, y, r) �
2θσ2m(2)

y − ρσδ
�
r

√
sθm(2)

r

μ − r
.

(76)

Proof. From (26) and (31), the following equalities hold:

zgz � −
h(t)

q
, gs �

2θ
q

s
− 2θ− 1

h(t)my,

gr � −
h(t)mr

q
, h(t) � e

r(t− T)
, g � v.

(77)

Combining (22) with the equalities above, we obtain

π ∗t �
− (μ − r)zgz + σ2s2θ+1gs + ρσδ

�
r

√
sθgr

gσ2s2θ

�
− (μ − r)h(t) + 2θσ2h(t)my − ρσδ

�
r

√
sθh(t)mr

qgσ2s2θ

�
(μ − r)h(t)

qvσ2s2θ
1 +

2θσ2

μ − r
my −

ρσδ
�
r

√
sθ

μ − r
mr 

�
(μ − r)er(t− T)

qvσ2s2θ
1 +

2θσ2

μ − r
my −

ρσδ
�
r

√
sθ

μ − r
mr 

�
(μ − r)er(t− T)

qvσ2s2θ
1 +

2θσ2

μ − r
m

(0)
y +

�
ϵ

√
m

(1)
y + ϵm(2)

y 

−
ρσδ

�
r

√
sθ

μ − r
m

(0)
r +

�
ϵ

√
m

(1)
r + ϵm(2)

r 

�
y(μ − r)er(t− T)

qvσ2
1 +

2θσ2m(0)
y − ρσδ

�
r

√
sθm(0)

r

μ − r
⎡⎣

+
�
ϵ

√ 2θσ2m(1)
y − ρσδ

�
r

√
sθm(1)

r

μ − r

+ ϵ
2θσ2m(2)

y − ρσδ
�
r

√
sθm(2)

r

μ − r
⎤⎦.

(78)

Let
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R(t, y, r) �
μ − r

qvσ2
ye

r(t− T)
,

J0(t, y, r) � 1 +
2θσ2m(0)

y − ρσδ
�
r

√
sθm(0)

r

μ − r
,

J1(t, y, r) �
2θσ2m(1)

y − ρσδ
�
r

√
sθm(1)

r

μ − r
,

J2(t, y, r) �
2θσ2m(2)

y − ρσδ
�
r

√
sθm(2)

r

μ − r
.

(79)

.ereby, the optimal strategy (79) is obtained. □

Remark 2. .e value ϵ reflects the fluctuating degree of
interest rate r(t). Especially, when ϵ � 0, it means that in-
terest rate of risk-free asset is a constant, and then the
optimal investment strategy π ∗t � v− 1R(t, y, r)J0(t, y, r) is
equal to the optimal strategy under the classical CEV model.

5. Numerical Analysis

In this section, we provide some numerical examples to
illustrate the dynamic behavior of the optimal investment
strategy with CARA utility at time points t � 0, 1, 2. In these
examples, in convenience of comparison we assume that all
of the expiration dates are T � 3. In the whole numerical
analysis, unless otherwise stated, the basic parameters
employed are as follows: ϵ � 0.1, r � 0.05, θ � − 1, v � 300,
σ � 1, k1 � 1.5, k2 � 0.2, ρ � 0.5, q � 0.05, T � 3, s0 � 3,
r � 0.08, δ � 1, and μ � 0.3.

In Figures 1–6, we present some numerical analysis for
the optimal investment strategy by oscillating one certain
parameter and keeping all other parameters. For example, in
Figure 1, the optimal proportion π∗ of investment on risky
asset versus parameter μ is plotted when other parameters
are fixed.

From Figure 1, it shows that with the increase of μ the
optimal proportion π∗ increases first; then, as μ continues to
increase to a certain point, π∗ begins to decline. .e reason
for this kind of phenomena is explained as the moving
Merton strategy and correlation factor (see the details in
[16]). As the time of investment, for example, t � 0, is farther
to the expiration date T � 3, the corresponding optimal
proportion would be bigger. It means that individuals would
like to invest more money on risky asset when the maturity
length of the investment is bigger..e reason is that, as μ> r,
the investment on risky asset can obtain more returns for
longer maturity.

Figure 2 plots the effect of interest rate r on the value of
π∗. From Figure 2, we find that the optimal proportion of
investment on the risky asset is a convex function of interest
rate. Another interesting phenomena is that, as the in-
vestment time t is closer to expiration time T � 3, the lines
would become flatter. From Figure 3, it shows that the bigger
the correlation coefficient between W1(t) and W2(t) is, the
larger the proportion π∗ of investment would be on risky
asset. .at is, the investment proportion π∗ is an increasing

function with respect to the correlation coefficient ρ. Sim-
ilarly, we can see that the investment time t, for example,
t � 2, is closer to expiration time T � 3, and the proportion
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of investment π∗ would be larger for ρ< 0. Conversely, for
the case ρ> 0, the investment time t, for example, t � 0, is
further from T � 3 and the proportion of investment would
be larger, which implies that individuals would get more
returns in a longer maturity.

In Figure 4, the parameter q denotes the risk aversion
coefficient of investors. .e bigger the value of q, the smaller
the proportion of investment in risky assets. .is is con-
sistent with the fact that if an investor is a risk aversion
person, then he/she would invest less wealth on the risky
assets. In Figure 5, it shows that the optimal investment
proportion π∗ is a decreasing function of the value of σ.
Here, σ denotes the risk coefficient of risky asset. As indi-
viduals are risk averters, the bigger the value of σ, the smaller
the investment amount of individuals in the risky assets.
Figure 6 shows that the optimal investment proportion is an
increasing function of the parameter δ. .at means, if the
volatility δ of cash revenue increases, the amount invested in
the risky asset also grows correspondingly. Another phe-
nomena is that, as the investment time t is closer to expi-
ration time T� 3, the parameter δ has smaller influence on
the optimal investment strategy.

6. Conclusion

In this paper, we consider a CEV Model with a stochastic
interest rate for the optimal investment problem. By ap-
plying the dual method, Legendre transformation, and as-
ymptotic expansion approach, we derive an asymptotic
strategy for CARA utility function. Finally, numerical ex-
amples are presented to illustrate the effect of parameters on
the optimal investment strategy.

In the future work, we will consider more sophisticated
situations for the optimal investment problems, such as
involving transaction costs, stochastic affine interest rate,
and the other uncertain factors, which would lead to a more
complicated PDE to solve. We leave these points in the
future research.
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