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1. Introduction

Object detection is meant to detect the specific location and size of a particular object in an image or a video scene. With the growing need of detection-based security and industrial applications, the object detection in a fast and reliable manner has been attracting much interest.

There are two types of applications that can use this system. Applications which do not need real-time responses such as surveillance cameras to detect certain shapes like animal shapes in a hospital and applications which require real-time response like fire arms detection in an airport, for example, will require a better performance in terms of detection accuracy and response time. The strength of this system is that it can be trained for any type of object to be detected for different situations. An extension to this work would be to adapt the system to a low cost card and adapt it to the card architecture in order to get better performance and to be able to meet real-time requirement.

There are many types of object detection. One of them is knowledge based methods, which rely on a group of rules of object structures based on the relationship between the features of the specific object to be detected [1]. The second type is template matching based methods. In the case of face detection, the face templates are stored. The detection face is based on the liaison between the images and the stored template [2]. The third type of object detection is based on machine learning methods. This kind of methods requires a learning phase [3]. The algorithm needs to be trained to detect the specific object from a set of images. Then it can be used to detect the object.

Achieving high performance and a near-real-time object detection is a key concern in both large-scale systems and embedded platforms. Therefore, a reliable and accurate near-real-time object detection application, running on an embedded system, is crucial, due to the rising security concerns in different fields. Cascade classifier is one of the fewest algorithms to run in real-time. The key to its
high performance is the use of integral image, which only performs basic operations in a very low processing time. However, cascade classifier can only perform in a fixed aspect ratio. There were many attempts to respond to real-time constraints for object detection. Viola and Jones [3] have come up with a method of rectangular Haar-like features with AdaBoost learning algorithm combined with a cascade of strong classifiers. Then Leinhart and Maydt [4] improved the set of Haar-like features. Then, in [5], Ahonen et al. applied Local Binary Patterns for face detection and obtained good results compared to Haar-like results.

The proposed object detection application can be deployed in different platforms; it can be deployed on a high performance platform as well as in mobile platform. It can also be used in surveillance systems with distributed cameras and a back-end server in which the detection takes place. It can also be used in mobile devices equipped with camera and processor. A highly short response time in terms of detection is essential for such systems.

In a previous work [6] we have reported on the implementation of object detection using Haar-like feature selection using OpenCV for an embedded platform. And in this paper, we develop an extension to compare two feature selection algorithms which are the Viola and Jones detection technique based on Haar-like feature selection combined with cascade classifier, and the LBP (Local Binary Patterns) for feature selection combined with the same classifier, in terms of performance and accuracy in both standard platform and embedded platform.

2. Related Work

There are many publications related to object detection but the main challenge remaining in most of the published work is accuracy. However, there were many accomplishments in terms of the speed and precision of object detection. Areas of improvements were focusing mainly on feature selection and classification. Different types of feature selection algorithms were used. Mainly Haar features [3] were initially introduced for face detection and Local Binary Patterns (LBP) [5].

One research trend in object detection is to combine multiple sources of information like color and motion [7]. Having more information sources enhances the detection quality but in a significant detection time. In terms of classifiers, SVM (Support Vector Machine) classifier is popular due to its speed of detection.

A more advanced version of SVM was introduced by Felzenszwalb et al. [8] which is basically a framework for object detection which has been applied to a large number of objects types. Another sophisticated classifier was introduced first by Viola and Jones [3] to detect faces and was then generalized to detect other object types.

Gall et al. [9], using generalized Hough transform for object detection, achieved very interesting results in terms of accuracy in benchmark detection dataset.

Another research orientation proposes to add more resources in terms of hardware. Having parallel CPUs was proven to give good results in real-time detection. Parallelizing algorithm processing in different CPUs is an efficient way to enhance the algorithm performance on a specific platform [10, 11].

The cascade classifier [3], adopted here for object detection, is based on Haar-like feature and consists of combining many complex classifiers in cascade structure, which increases the speed of object detection.

2.1. Haar-Like Feature. Haar-like feature's principle is based on detection of features encoding of some information about the class to be detected. They are adjacent rectangles in a particular position of an image. Figure 1 shows the types of Haar-like features depending on the number of adjacent rectangles. According to [4] there are three types of Haar-like features. The first type is the edge feature, which is represented in Figure 1 by the two upper squares. The second type is the line feature (Figure 1 lower left square). The last type of features is the center-surround feature (Figure 1 lower right square).

As described in [6], the idea behind Haar-like feature selection algorithm is simple. It lies on the principle of computing the difference between the sum of white pixels and the sum of black pixels. The main advantage of this method is the fast sum computation using the integral image. It is called Haar-like because it is based on the same principle of Haar wavelets [4].

2.2. Integral Image. Rectangle features can be computed rapidly using an intermediate representation of the image called the integral image [3]. The integral image consists of having small units’ representation of a given image.

For example (see Figures 2 and 3), the value of this integral image at location 1 is the sum of pixels in rectangular A. The value at location 2 is A + B and so on. So the sum of pixels in rectangular D is

\[
\text{sum}(D) = ii(4) - ii(3) - ii(2) + ii(1),
\]

where sum(D) is the sum of pixels in the rectangular D only, which is the sum of pixels in the rectangle A + B + C + D, represented by ii(4), minus ii(3), which is the integral image of rectangle A + C, minus ii(2), which is the integral image of A + B, and finally we had ii(1), which is the integral image of

![Figure 1: Rectangular feature.](image)
the rectangle $A$ (the addition is performed because the region $A$ is subtracted twice in $ii(3)$ and $ii(2)$).

The example in Figure 4 shows the integral transformation of images. The blue matrix represents the original image, and the purple one represents the integral image. The integral value of the shaded part in the first matrix is 20, which is the sum of pixel values in the shaded area, starting from the upper left pixel of the image. In the same manner, the integral value of the shaded area in the third matrix is 17. It can be easily calculated in the fourth matrix by subtracting the integral image up to pixel 3, minus the integral image of the regions outside the shaded area starting from the upper left pixel. Therefore, the integral image of the shaded area is 34, which represents the shaded area up to pixel 3, minus 14, which is the integral image of the region above the shaded area, minus 8, which is the integral image of the region on the left of the shaded area, plus 5, which was included in both integral value subtractions (14 and 8), which yields $34 - 14 - 8 + 5 = 17$.

The integral image is defined as follows:

$$ii(x, y) = \sum_{x' \leq x, y' \leq y} i(x', y'), \quad (2)$$

where $ii(x, y)$ is the integral image and $i(x', y')$ is the original image.

Therefore, the integral value of a specific pixel is the sum of pixels on the top of it towards the left [3, 12]. Then the image can be integrated in fewer pixel operations, since the traversing starts on the top left towards the bottom right.

### 2.3. The Local Binary Patterns

#### 2.3.1. Local Binary Patterns Operator

The Local Binary Pattern (LBP) is a simple and efficient texture operator, which labels the pixels of an image by thresholding the neighboring of each pixel, resulting in a binary number as shown in Figure 6. It was initially introduced by Ojala et al. [13]. For each pixel, the algorithm considers the 8 neighboring pixels. Then based on the gray-scale value of the selected pixel, it assigns the neighboring pixels the value of 0 or 1. Therefore, every pixel will have a string of binary values. Figures 4 and 5 show an example of the calculation.

In 2002, Ojala et al. [13] extended their original LBP operator to a circular neighborhood of different radius size. Another extension to the original operator is the definition of uniform patterns, which can be used to reduce the length of the feature vector and implement a simple rotation-invariant descriptor.

A Local Binary Pattern is called uniform if the binary pattern contains at most two bitwise transitions from 0 to 1 or vice versa when the bit pattern is traversed circularly. For example, the patterns 00000000 (0 transitions), 01100000 (2 transitions), and 11001111 (2 transitions) are uniform whereas the patterns 11001001 (4 transitions) and 01010010 (6 transitions) are not.

#### 2.3.2. LBP Detection Algorithm

The algorithm used is a variant of the cascade algorithm introduced by Viola and Jones [3] and uses LBP features instead of Haar-like features in order to have faster processing and boosted classifiers. The LBP algorithm slides its processing window over the object image for evaluating the successive stages of the cascade algorithm by scoring their features. Each feature is described by $3 \times 3$ neighboring rectangular areas.

The value of each feature is computed by comparing the central area with the neighboring area around it (8 neighbors). The result is in the form of a 8-bit binary value called LBP. A number of features represent a stage of the cascade algorithm. Every feature has positive and negative weights associated with it. For the case where the feature is in consistence with the object to be detected, the positive weight is added to the sum. For the case where the feature is inconsistent with the object, the negative value is added to the sum. The sum is then compared to the threshold of the stage. If the sum is below the threshold, the stage fails and the cascade terminates early, and, thus, the processing window moves to the next window. If the sum is above the threshold, the next stage of the cascade is attempted. In general, if no stage rejects a candidate window, it is assumed that the object has been detected.

In order to avoid the redundancy of computing the integral of rectangles, the integral images are calculated to speed up the calculation of the feature.

### 2.4. AdaBoost Learning Algorithm

Viola and Jones [3] used AdaBoost learning algorithm to select a specific Haar-like feature as a threshold. AdaBoost is used to create strong classifier from combining a collection of weak classification functions [11].
2.5. Cascade Classifier. Cascade classifier [3] is a chain of weak classifiers for efficient classification of image regions. Its goal is to increase the performance of object detection and to reduce the computational time. As shown in Figure 7, each node in the chain is a weak classifier and filter for one Haar feature. AdaBoost gives weights to the nodes, and the highest weighted node comes first.

When a filter fails to pass image regions, that specific subwindow of the image is eliminated for further processing. It is then considered as a nonobject. Meaning that the image regions processed do not contain the object to be detected. This is very crucial to the performance of the classifier, since all or nearly all negative image subwindows will be eliminated in the first stage. On the other hand, when image regions successfully passed the filter, they go to the following stage, which contains a more complex filter. Only regions that successfully pass all filters are considered to contain a match of the object. This means that regions of the image contain the object subject to detection.

The reason behind the multistage classifier is to reject efficiently and rapidly the nonobject subwindows. The next nodes in the chain in Figure 7 represent complex classifiers, in the case of face detection. The classifier is used to reject more false positives (nonface regions) of the subwindows [3].

The number of false positives is radically reduced after several steps of processing.

3. Implementation and Results

3.1. Standard Platform. The object detection system has been developed on PC Xeon-based servers (E5670 clocked at 2.93 GHz) and using gcc 4.4.5.

The training phase was performed on this machine for different objects. Thus, different xml files were generated for each object.

The detection was performed on a desktop platform as a reference result carried out using a standard midrange camera and using both live pictures taken and images given to program. Those images contain both objects subject to training and other random objects. The result of detection is displayed on the screen of the computer.
3.2. Embedded Platform. The embedded system used in this work is the Texas Instrument DM3730 digital media processor, Figure 4. It has 1 GHz ARM Cortex-A8 processor and a DSP core. It supports hardware video accelerator enabling HD 720p video decoding and encoding independent of the ARM processor. It contains a USB 2.0 slot used as an input for detection. It has 512 Mbytes of RAM. The system is used through a mouse and keyboard on the card connected through USB ports (Figure 8).

The operating system (OS) is the embedded Linux version Angstrom. The system files, for the processor booting, are stored in the flash-NAND memory.

3.3. Training Dataset. For the training of the cascade classifier, concerning the detection of a particular object, we use a set of images coming from the object itself.

To achieve a high detection rate of the object, we needed to use a large number of images in the training phase. The number of images we used as training set of a particular object is around 4000 positive images. The positive images are images that include the targeted object among others. Other images are also used (negative images) that do not include the object for the training phase.

The dataset we used includes images of the object from different angles in order to make the detection possible in most angles.

The images of objects we used in this application include face object, hand object, and pedestrian (human body object).

For face detection, we used FEI face database [14], which consists of a large number of face images from different angles and in different positions. For other objects, we created a database of images extracted from video capture of objects subject to training from all angles and positions.

The output of the cascade training is an xml file that contains data about the object to be detected. An xml file is generated for each object to be detected. The xml file is then used by our application in order to perform the detection. The training was performed separately for both algorithms.

3.4. Implementation of the Proposed Application. The application implementation was performed using C++ language using OpenCV libraries. The compilation was performed using GCC (GNU Compiler Collection).

You need GNU project C and C++ compiler for compiling C program and creating an executable file for the target platform.

The platform included in the embedded Linux environment includes a prebuilt SD card image from which you can boot and run cross-compiled application code. When you make code changes, it is valuable to rerun a software-only compilation to verify that your changes did not adversely change your program.
The cascade classifier detection function "detectMultiScale" was given the parameters in Table 1.

The detection function uses the two listed parameters in Table 1, where the scale factor determines the possible object size which is related to how far the object is from the camera, and the minimum neighbors are the minimal number of hits needed to detect the object. That is, if there is less detection than "minNeighbors" the object detected will be discarded.

3.5. Results. The comparison of the two algorithms is performed in two steps.

The first one represents the measurement of the performance of each algorithm for the detection of a single object in a specific scene.

The second one compares the performances of the two algorithms in detecting multiple objects in a specific scene.

Figure 9 shows the results of object detection for different objects. The first image is the result of face detection, the second one is the result of pedestrian object detection, and third image shows the results of hand gesture detection.

### Comparison of Haar and LBP Performance Results for a Single Object

**Results Analysis.** Table 2 shows the results comparison of the performances of Haar-like and LBP algorithms in both platforms for a single object detection.

As generally expected, each algorithm performance on the regular platform is better than in an embedded platform. As shown in Table 2, the execution time in the standard platform is smaller than the execution time in the embedded system. The Haar-like based cascade is better on the standard platform than LBP based cascade.

However, in the embedded platform we can clearly notice that LBP is performing better than Haar-like feature, in terms of detection time. This shows that the LBP algorithm performs better under limited resources, and Haar-like feature algorithm performs better on the regular platform where there is more resource availability.

In terms of accuracy, Haar-like performance is shown to be better than LBP in the standard platform. It has accuracy rate of 96.24% versus 94.75% for LBP. On the embedded platform, we also notice that Haar-like accuracy is slightly better than LBP with a hit rate of 93.56% and 92.65% for LBP and LBP respectively.

### Comparison of Performance Results for Simultaneous Detection of Multiple Objects Using Both Algorithms

Table 3 shows the performance of each algorithm for detecting simultaneously multiple objects in a given scene.

The overall performances in the standard platform for multiple objects are better than those on the board. However, we notice that the detection system on the board is stable when we increase the detection.

The results given by the embedded system can be considered as positive and encouraging. In fact, we can notice that, for multiple detection, the increase of the consumed time compared to the standard platform is limited for each algorithm. Actually, the increased consumed time seems to be even smaller for the LBP algorithm in the embedded platform. This makes the feasibility of using the system on an embedded platform more realistic.

Figure 10 shows the comparison between the two platforms for each algorithm.

### Results Discussion

The results of LBP and Haar-like algorithms in multiple detection are competitive and encouraging in general. The real-time constraints are only reached in the standard platform for the moment.

However, for the embedded platform, some enhancements on the algorithms still needed to achieve real-time constraints.

On the other hand, as it was the case for the first set of results, LBP gives a better performance in the embedded system. This proves that it performs better in a limited resources environment. Haar-like algorithm gives better results than LBP in the standard platform, for both single object detection in a scene and multiple object detection. This proves that Haar-like algorithm needs more resources than what is offered by the system to be able to perform better.

For all cases, the profiling on the embedded platform allowed us to detect blocs of the algorithms that consume the most processor time. The result helps to identify the algorithms blocs that need enhancements in order to achieve better results on the embedded platform. We can actually run independent execution tasks in parallel processors in order to enhance the performance of detection to achieve real-time constraints.
4. Conclusion and Future Work

In this paper we discuss the performance of two feature selection algorithms Haar-like feature selection and LBP for the detection of a single object and multiple objects in the same scene and for both standard platform and embedded system.

The results illustrated above help us to determine which algorithm can be more efficient in the different environment. We have combined Haar-like feature selection with cascade classifier and LBP with cascade classifier for accurate comparison.

The goal is to enhance the performance on a low resource embedded system to meet real-time constraints.

From the results above we can see that on the standard platform both algorithms performances meet or are close to real-time object detection.

The next steps of this work will be to enhance the embedded platform performance. This enhancement can be achieved through the usage of parallelism. We can get several processors to run simultaneously separate tasks in order to enhance performance and response time.
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