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Network intrusion detection is one of the most important parts for cyber security to protect computer systems against malicious attacks. With the emergence of numerous sophisticated and new attacks, however, network intrusion detection techniques are facing several significant challenges. The overall objective of this study is to learn useful feature representations automatically and efficiently from large amounts of unlabeled raw network traffic data by using deep learning approaches. We propose a novel network intrusion model by stacking dilated convolutional autoencoders and evaluate our method on two new intrusion detection datasets. Several experiments were carried out to check the effectiveness of our approach. The comparative experimental results demonstrate that the proposed model can achieve considerably high performance which meets the demand of high accuracy and adaptability of network intrusion detection systems (NIDSs). It is quite potential and promising to apply our model in the large-scale and real-world network environments.

1. Introduction

Network intrusion detection techniques are not trivial for cyber security to defend against malicious and suspicious activities [1, 2]. Anomaly-based network intrusion detection systems (ANIDSs) play a critical role in reacting and protecting against an increasing number of damaging threats and attacks. Furthermore, monitoring and analyzing malware traffic behaviors are especially essential tasks for network anomaly detection.

Unfortunately, network intrusion detection techniques are still facing several enormous challenges and problems to detect anomalies effectively [3]. First, with the continual increase of the number and the variety of sophisticated threats and attacks, network intrusion detection systems (NIDSs) produce high false positives or false alarms. Second, classical machine learning approaches used in network intrusion detection have several challenges, such as the paucity of labeled training data and variability of network traffics [4]. These challenges lead to the difficulties to apply conventional machine learning methods in the large-scale and real-world network environments. Additionally, traditional hand-engineered features are neither readily available nor flexible and adaptive for the emerging complex attacks.

Meanwhile, as computer hardware, such as GPUs, owns increasingly computing capabilities, deep learning techniques achieve incredibly impressive results in several research areas. Convolutional neural networks (CNNs) specially have obtained remarkable performance in the field of computer vision, such as object recognition and image classification. The most powerful part of deep learning techniques is learning feature hierarchies from large amounts of unlabeled data. Therefore, deep learning techniques are quite promising to be applied in the network intrusion detection field.

Recently, various deep learning approaches have been applied to the network intrusion detection area, such as restricted Boltzmann machines (RBMs), deep belief networks (DBNs), stacked autoencoders (SAEs), and supervised learning with convolutional neural networks (CNNs). The existing work about the application of deep learning approaches for network intrusion detection is twofold. For one thing, deep learning techniques are utilized to learn or extract valuable features automatically from raw data, which is called feature extraction. These learned features are then fed into classifiers to further complete classification tasks. For another, specific features are firstly extracted according to domain expert
knowledge. Deep learning algorithms mainly play roles of classifiers which take hand-crafted features as input data.

However, there are several problems or limitations with these studies. To begin with, obtaining large amounts of labeled network data and hand-crafted features is pretty costly, let alone other existing problems of customized features, as mentioned previously. In practice, though, getting lots of unlabeled raw network traffic data with little labeled data is relatively easy. Also, the training process of some deep learning methods, such as DBNs and SAEs, consists of unsupervised pre-training [5] and supervised fine-tuning. In this case, large amounts of unlabeled data and little labeled data are, respectively, used in the two training stages. The obvious disadvantage of these fully connected networks is having large number of training parameters because of full connection of units between adjacent layers. As a result, the number of neural network layers is limited, and training process may be very slow. Instead, CNNs reduce the number of parameters through strategies of sparse connectivity and shared weights, but CNNs for supervised learning need labeled data as input. The original motivation of this research is to propose a suitable and effective deep learning approach to bridge the gap unsupervised feature learning and the advantages of CNNs for ANIDSs.

This research aims to construct a novel network intrusion detection model which combines the strengths of unsupervised feature learning and CNNs to extract or learn critical features automatically from large volumes of raw network packets. In this paper, we propose a network intrusion detection model by stacking dilated convolutional autoencoders which actually combines the concepts of self-taught learning [6] and representation learning [7]. The model is evaluated through different classification tasks with malware traffic data which come from diverse malware. We also observe and discuss the effects of different hyperparameters on evaluation results and find optimal parameter values for the proposed model. The experimental results demonstrate that our model can get remarkable performance and meet the demand of high accuracy and adaptability of NIDSs.

The remainder of this paper is organized as follows. Section 2 introduces recent related work on the application of deep learning approaches for network intrusion detection. Section 3 describes the proposed model and dataset construction. Section 4 presents experimental results and analysis. Section 5 further analyzes the results and discusses limitations of our method and future work. Section 6 concludes the paper.

2. Related Work

In this section, we review a little recent research that is relevant to our work. Deep learning methods used in unsupervised feature learning tasks for network intrusion detection mainly include restricted Boltzmann machines (RBMs), autoencoders, deep belief networks (DBNs), stacked autoencoders, and various variants of these methods.

In most existing studies, the unsupervised deep learning methods for intrusion detection play roles of unsupervised feature extractors to learn abstract features from hand-crafted features. The abstract features are then taken as input data of a classifier, such as the softmax classifier. For example, Fiore et al. (2013) [8] proposed discriminative RBM (DRBM) to learn abstract features from customized features that did not contain information of packet payloads. These learned features were then fed into softmax classifier for the binary classification, namely, normal and anomalous classification. Javaid et al. (2015) [9] used sparse autoencoder and softmax regression on NSL-KDD dataset [10] which is a revised version of the KDD dataset [11]. Similarly, Erfani et al. (2016) [12] combined DBNs and a linear one-class SVM for anomaly detection on various benchmark datasets. Many other studies follow this kind of pattern, namely, taking hand-engineering features which need specific domain knowledge as the input of unsupervised or supervised deep learning methods.

However, very few attempts have been made to use deep learning techniques to learn useful features or good representations from raw network traffic. Wang (2015) [13] used stacked autoencoders for traffic identification from raw network traffic data and achieved impressive high performance. In addition, Wang et al. (2017) [14] transformed 728-dimensional raw traffic data into images and used CNNs with supervised feature learning for malware or botnet traffic classification. Compared with their work, our method can learn feature representations from massive unlabeled data which contain more diverse attack types. Besides, the features our method learned include temporal information, while they only use spatial features of network traffic. Besides, we do not visualize raw traffic data because there exist huge differences on the application and the structure between network traffic data and images. Thus, it would be unsatisfactory to simply visualize the network traffic data to simulate image classification tasks using CNNs regardless of their semantic meanings.

In this paper, we propose a deep learning approach, called dilated convolutional autoencoders (DCAEs), for the network intrusion detection model, which combines the advantages of stacked autoencoders and CNNs. In essence, the model can automatically learn essential features from large-scale and more various unlabeled raw network traffic data consisting of real-world traffics from botnets, web-based malwares, exploits, APTs (Advanced Persistent Threats), scans, and normal traffics.

3. Methodology

In this section, we first introduce our model for network intrusion detection from an overall perspective. Subsequently, the deep learning method used in the model is described in detail. Finally, we briefly present construction of our datasets.

3.1. Model Description. An overview of the training process of the DCAEs-based model is illustrated in Figure 1. Raw network traffic data in the libpcap file format (.pcap) are transformed into numeric vectors through a data preprocessing module. These numeric vectors are training samples of
our datasets. The training process is divided into unsupervised pretraining and supervised fine-tuning. In the unsupervised pretraining process, dilated convolutional autoencoders (DCAEs) learn a hierarchy of feature representations from large volumes of unlabeled samples. Afterward, the representations learned from unlabeled data are enhanced by the supervised fine-tuning using the backpropagation algorithm and few labeled samples. Specifically, the neural network is trained as a traditional convolutional neural network without pooling layers using dilated convolutions, as shown in Figure 2. The sample is transformed into the shape of an image for applying dilated convolutions on it. There is only one convolutional layer from a convolutional autoencoder in Figure 2. The early-stopping strategy is used to prevent from over-fitting. In addition, softmax classifier is applied to perform classification task using the abstract features. The use of diverse raw network traffics and unsupervised pretraining makes our model more adaptive and flexible.

3.2. Dilated Convolutional Autoencoders. The architecture of dilated convolutional autoencoders (DCAEs) is pretty similar to classical autoencoders [15]. Figure 3 shows the structure of a dilated convolutional autoencoder. The input is mapped into feature maps through an activation function:

\[ h^k = f \left( x \ast W^k + b^k \right), \]  

(1)

where \( x \) is the two-dimensional input reshaped from a numeric vector, \( W^k \) and \( b^k \) are, respectively, a weight matrix and a bias corresponding to the \( k \)th feature map \( h^k \). The activation function \( f(\cdot) \) in our model is ReLU (Rectified Linear Unit) activation function (i.e., \( f(x) = (0, x) \)). The symbol \( \ast \) denotes dilated convolution [16] operator. Subsequently, the feature maps of hidden layer are mapped into the reconstruction through a transposed convolution [17]:

\[ \bar{x} = f \left( \sum_{h \in H} h^k \ast \bar{W}^k + b^k \right), \]  

(2)

where \( \bar{x} \) has the same shape of the input \( x \) and \( H \) is a collection of feature maps. The initial values of weight matrix \( W \) and \( \bar{W} \) are the same [18]. The learning objective of the dilated convolutional autoencoder is to reduce the difference between the input \( x \) and the reconstruction \( \bar{x} \). The cost function in our model is the mean squared error (MSE):

\[ L(x, \bar{x}) = \frac{1}{n} \sum_{i=1}^{n} (x_i - \bar{x}_i)^2. \]  

(3)

The DCAEs can be used to construct a deep neural network by stacking multiple DCAEs, which is similar with SAEs [15]. Specifically, the input of the next DCAE is the hidden-layer output of the previous DCAE. The process of stacking DCAEs is greedy layer-wise unsupervised training [19]. One of the advantages of dilated convolutions is that dilated convolution can have a wider range of receptive fields without losing information. This advantage makes it more suitable for text processing.

In sum, the advantages of dilated convolutional autoencoders are as follows. First, the application of dilated convolutions enlarges the layers’ receptive fields to learn more global features. Compared with max-pooling, dilated convolutions can protect the input data from information loss. Second, the pretraining process of the DCAEs does not need labeled data, which is more useful in practical applications. Finally, the DCAEs have lesser parameters than fully connected neural networks, such as SAEs. Therefore, the DCAEs are more effective and time-saving than other unsupervised deep learning methods.

3.3. Dataset. In this paper, we performed three kinds of classification tasks on two types of datasets. Table 1 shows the sample distribution for the CTU-UNB dataset and the Contagio-CTU-UNB dataset. The first dataset called the CTU-UNB dataset consists of various botnet traffics from CTU-13 dataset [20] and normal traffics from the UNB ISCX IDS 2012 dataset [21, 22]. The second dataset called the Contagio-CTU-UNB dataset consists of six types of network traffic data. The normal and botnet traffics come from parts of the CTU-UNB dataset. The web-based malware traffics are from the threatglass website [23]. The traffics of exploits, APTs, and Scans come from parts of contagio or deepend research [24]. The general data preprocessing steps are shown in Figure 4. The specific elaboration about data preprocessing and CTU-UNB dataset is presented in our previous work [25].

4. Experimental Results and Performance Analysis

In this section, we first briefly introduce classification metrics for performance analysis. Experimental setup and environments are then described. Finally, we present and analyze some important experimental results.
Figure 2: Neural network structure of the fine-tuning process.

Figure 3: Structure of a dilated convolutional autoencoder.

Figure 4: Data preprocessing steps.
4.1. Classification Metrics and Experimental Setup. Six evaluation metrics were utilized for performance analysis of our experiments. The six metrics are accuracy (AC), precision (P), recall (R), f-measure (F), the receiver operating characteristic (ROC) curve, and the confusion matrix, respectively. Specifically, these metrics are related to four classification functions, namely, true positives (TP), true negatives (TN), false positives (FP), and false negatives (FN). In other words, TP and TN separately measure the number of attacks and normal classification correctly. FP and FN represent that the proportion of attacks and normal data that is incorrectly identified, respectively. These four functions can be calculated from the confusion matrix $C_{ij}$ whose elements of leading diagonal are the number correctly predicted samples. For example, the element $c_{ij}$ $(i \neq j)$ describes the number of samples which are incorrectly identified as the class $j$ but actually from the class $i$. The ROC curve illustrates the performance of the classification model through TP and FP. The larger value of the area under the ROC curve (AUC) means the higher TP and the lower FP. In addition, accuracy (i.e., $AC = (TP + TN)/(TP + TN + FP + FN)$) presents the percentage of correctly classified samples over all samples. Precision (i.e., $P = TP/(TP + FP)$) and recall (i.e., $R = TP/(TP + FN)$), respectively, describe the percentage of correctly identified attacks versus all predicted attacks and all actual existing attacks. F-measure (i.e., $F = 2PR/(P + R)$) is the weighted average of precision and recall.

The experimental environments are shown in Table 2. We use Theano [26] to build our neural network model. 80% of the performance of a laptop GPU was used to accelerate calculation speed. The learning rates of pretraining and fine-tuning process were, respectively, 0.001 and 0.1. The minibatch size was 100, and the pretraining epochs were 15.

4.2. Experimental Results and Analysis. We performed three types of classification tasks on the Contagio-CTU-UNB dataset and the CTU-UNB dataset to evaluate the performance of the proposed model. The classification tasks include 6-class classification using the Contagio-CTU-UNB dataset and 2-class and 8-class classification using the CTU-UNB dataset. Specifically, the 6-class classification involves normal data and five kinds of malware traffic data (i.e., botnet, web-based malware, exploit, APT, and scan). The 2-class classification contains normal data and botnet data from the CTU-UNB dataset. The 8-class classification consists of normal data and seven types of botnet data shown in Table 1.

First, we evaluated the proposed model on three types of the classification tasks. In the 6-class classification task, we also compared our method with other deep learning approaches which have the similar structure and the training process. Furthermore, we evaluated the generalization ability of the proposed model through utilizing the well-trained model of the 2-class classification to detect unknown attacks which are not involved in the training set. Meantime, some important parameters of our model were analyzed.

Table 3 shows the accuracy of three types of the classification tasks. The optimal parameters from experimental tests were used in the DCAE method, as shown in Figure 6 and Table 10. The number of hidden layers of the SAE and the DBN were used in the DCAE method, as shown in Figure 6 and Table 10. The number of hidden layers of the SAE and the DBN was the same with the DCAE. In the 6-classification task, the DCAE obtained the highest accuracy in comparison with other deep learning methods. Meanwhile, our method performed best and achieved 99.59% accuracy rate in the binary classification. The result of 8-class classification was slightly worse than 6-class classification. The precision, recall,
Table 4: Precision, recall, and $F$-measure of various deep learning methods.

<table>
<thead>
<tr>
<th>Traffic type</th>
<th>SAE</th>
<th></th>
<th></th>
<th></th>
<th>DBN</th>
<th></th>
<th></th>
<th></th>
<th>DCAE</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P$ (%)</td>
<td>$R$ (%)</td>
<td>$F$ (%)</td>
<td>$P$ (%)</td>
<td>$R$ (%)</td>
<td>$F$ (%)</td>
<td>$P$ (%)</td>
<td>$R$ (%)</td>
<td>$F$ (%)</td>
<td>$P$ (%)</td>
<td>$R$ (%)</td>
<td>$F$ (%)</td>
</tr>
<tr>
<td>Normal</td>
<td>96.09</td>
<td>96.60</td>
<td>96.35</td>
<td>96.12</td>
<td>96.12</td>
<td>98.59</td>
<td>98.64</td>
<td>98.62</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Botnet</td>
<td>96.38</td>
<td>97.41</td>
<td>96.90</td>
<td>96.38</td>
<td>97.61</td>
<td>96.99</td>
<td>98.69</td>
<td>99.66</td>
<td>99.17</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web-based Malware</td>
<td>97.87</td>
<td>97.56</td>
<td>97.72</td>
<td>97.72</td>
<td>97.56</td>
<td>97.64</td>
<td>99.12</td>
<td>98.96</td>
<td>99.04</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exploit</td>
<td>96.71</td>
<td>95.28</td>
<td>95.99</td>
<td>96.38</td>
<td>95.84</td>
<td>96.11</td>
<td>98.94</td>
<td>98.73</td>
<td>98.84</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>APT</td>
<td>95.56</td>
<td>93.48</td>
<td>94.51</td>
<td>97.33</td>
<td>92.39</td>
<td>94.80</td>
<td>99.24</td>
<td>94.93</td>
<td>97.04</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scan</td>
<td>98.50</td>
<td>98.50</td>
<td>98.50</td>
<td>98.58</td>
<td>98.50</td>
<td>98.54</td>
<td>99.84</td>
<td>99.61</td>
<td>99.72</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>96.96</td>
<td>96.96</td>
<td>96.95</td>
<td>96.95</td>
<td>96.94</td>
<td>96.94</td>
<td><strong>98.98</strong></td>
<td><strong>98.98</strong></td>
<td><strong>98.98</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Precision, recall, and $F$-measure of the 8-class classification task.

<table>
<thead>
<tr>
<th>Traffic type</th>
<th>$P$ (%)</th>
<th>$R$ (%)</th>
<th>$F$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>99.77</td>
<td>99.57</td>
<td>99.67</td>
</tr>
<tr>
<td>Neris</td>
<td>91.63</td>
<td>97.19</td>
<td>94.33</td>
</tr>
<tr>
<td>Rbot</td>
<td>97.66</td>
<td>95.74</td>
<td>96.69</td>
</tr>
<tr>
<td>Virut</td>
<td>98.76</td>
<td>97.48</td>
<td>98.12</td>
</tr>
<tr>
<td>Menti</td>
<td>97.50</td>
<td>90.70</td>
<td>93.98</td>
</tr>
<tr>
<td>Sogou</td>
<td>80.00</td>
<td>80.00</td>
<td>80.00</td>
</tr>
<tr>
<td>Murlo</td>
<td>96.10</td>
<td>96.37</td>
<td>96.23</td>
</tr>
<tr>
<td>NSIS.ay</td>
<td>99.07</td>
<td>98.62</td>
<td>98.84</td>
</tr>
<tr>
<td>Average</td>
<td>98.44</td>
<td>98.40</td>
<td>98.41</td>
</tr>
</tbody>
</table>

Table 6: Confusion matrix of the 6-class classification task.

<table>
<thead>
<tr>
<th></th>
<th>Normal</th>
<th>Botnet</th>
<th>Web-based malware</th>
<th>Exploit</th>
<th>APT</th>
<th>Scan</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td><strong>2033</strong></td>
<td>10</td>
<td>10</td>
<td>8</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Botnet</td>
<td>3</td>
<td><strong>2040</strong></td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Web-based malware</td>
<td>16</td>
<td>4</td>
<td><strong>1909</strong></td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Exploit</td>
<td>8</td>
<td>9</td>
<td>0</td>
<td><strong>1400</strong></td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>APT</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>4</td>
<td><strong>262</strong></td>
<td>0</td>
</tr>
<tr>
<td>Scan</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td><strong>1264</strong></td>
</tr>
</tbody>
</table>

and $f$-measure of 6-class classification are presented in Table 4. The DCAE method also outperformed the compared deep learning methods and achieved the same average value with three metrics after approximation. Table 5 shows the precision, recall, and $f$-measure of the 8-class classification task. Combining data shown in Table 1, we found that the data size could affect classification results to some degree. Specifically, the class which has fewer data corresponds to the worse performance, which would further affect average values. However, we found that our method still performed well even when there were only few training data. This conclusion can be drawn from Tables 6 and 7.

Table 6 presents the confusion matrix of the 6-class classification task using our method. The leading diagonal shows the number of correctly classified samples of the test set. The botnets and the scans have fewer samples identified incorrectly. Similarly, Table 7 shows the confusion matrix of the 8-class classification task using our method. Though the data size of the menti and the sogou was the smallest, they still achieved relatively good performance. The ROC curves of three types of classification tasks are shown in Figure 5.

The AUC value of binary classification was equal to 1.00, which suggested that our method performed extremely well in the binary classification. Meanwhile, The AUC value of 6-class and 8-class classification was 0.99. It is almost certain that our method produces high true positives and low false alarms.

Additionally, after finishing the 2-class classification task which detected botnet data, the well-trained model was saved in order to evaluate the generalization ability of the proposed model. A new test set containing attack types of the Contagio-CTU-UNB dataset was then constructed to evaluate the generalization of features learned from the CTU-UNB dataset. As shown in Table 8, there are a total of 16000 samples in the new test set which contain two types of traffic data, namely, normal and attack. We chose normal and parts of botnet data from the test set of the CTU-UNB dataset, because the normal data and botnet data of the Contagio-CTU-UNB dataset may be included in the training set of the CTU-UNB dataset. Besides, four types of complex attacks (i.e., web-based malware, exploit, APT, and scan) come from the test set of the Contagio-CTU-UNB dataset. Specifically, we firstly saved the model well trained in the 2-class classification task using the CTU-UNB dataset. The new test set data was then
Table 7: Confusion matrix of the 8-class classification task.

<table>
<thead>
<tr>
<th></th>
<th>Normal</th>
<th>Neris</th>
<th>Rbot</th>
<th>Virut</th>
<th>Menti</th>
<th>Sogou</th>
<th>Murlo</th>
<th>NSIS.ay</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>8139</td>
<td>16</td>
<td>3</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>Neris</td>
<td>11</td>
<td>1521</td>
<td>7</td>
<td>23</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Rbot</td>
<td>1</td>
<td>37</td>
<td>1169</td>
<td>8</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Virut</td>
<td>5</td>
<td>74</td>
<td>13</td>
<td>3672</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Menti</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>39</td>
<td>0</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Sogou</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Murlo</td>
<td>0</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>345</td>
<td>2</td>
</tr>
<tr>
<td>NSIS.ay</td>
<td>2</td>
<td>8</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>855</td>
</tr>
</tbody>
</table>

Figure 5: ROC curves for various classification tasks.

Figure 6: Accuracy comparison of various parameter settings.
evaluated on the saved model. In other words, the proposed model was used to detect some unknown traffic data or various unknown attacks in this generalization evaluation task. The detecting accuracy is 88.8% for the new test set. The precision, recall, and F-measure of the generalization evaluation task are shown in Table 9. The evaluation results suggest that the proposed model could learn some valuable and general features through botnet data to detect unknown attacks.

In the rest of this section, the parameter comparison of experiments used controlling variable method on the 6-class classification task. The controlling variable method means the variable or parameter studied has different value while other parameters are set to optimal values. Figure 6 illustrates accuracy tendency of different parameter settings. The results show that the size of dilation (filter, dilation) and filter (filter, shape) used in the process of convolutional operation has a greater effect on the accuracy rate. Our model got the best performance when the size of dilation and the filter was, respectively, set to 7 and 3. In addition, the number of feature maps (feature, maps) of the convolutional layer has a small effect on the experimental performance. The optimal value of feature maps was set to 10.

Table 10 shows comparative experiments on different numbers of convolutional layers and two types of activation functions used in convolutional autoencoders. The unit number of fully connected layer (i.e., full, units) was set to the same with its input units because we found that the model could get better performance. We chose two types of activation functions for convolutional autoencoders, namely, the sigmoid function (i.e., \( f(x) = \frac{1}{1 + e^{-x}} \)) and the ReLU function. These two kinds of activation functions are separately the representatives of saturating nonlinearities and nonsaturating nonlinearities [27]. The cost function corresponding to the sigmoid function was the cross-entropy loss (i.e., \( L(x, \tilde{x}) = -\sum_{j=1}^{m} [x_j \log \tilde{x}_j + (1 - x_j) \log (1 - \tilde{x}_j)] \)). The experimental results show that the different number of convolutional layers and diverse activation functions do not have a significant effect on the performance of our model. However, they do have a dramatic effect on the run time. The ReLU function is more time-saving compared with the sigmoid function. The number of convolutional layers has a little effect on the run time when the activation function is the ReLU function. Therefore, the ReLU function is more effective than the sigmoid function from the perspective of whole performance.

In addition, we also presented evaluation results on adding a max-pooling layer and various activation functions of the fully connected layer, as shown in Table 11. The parameter settings were the same with the first row of the parameter setting column in Table 10. The experiment on the fully connected layer sets the activation function of convolutional autoencoders to the ReLU function. We added a max-pooling layer before the fully connected layer. We found that the max-pooling operation could not improve the accuracy of our model. But it reduced run time in the scenario of using the sigmoid function and increased run time in the scenario of using the ReLU function. Therefore, it is not suitable and wise to add a max-pooling layer when the activation function of convolutional autoencoders is the ReLU function. Moreover, the run time reached the minimum when the activation function of the fully connected layer was ReLU though the accuracy was not the highest.

We also found that increasing or reducing the length of input vector had little change for the accuracy rate, as shown in Table 12. It may be because the header information and the former parts of traffic payloads are more valuable and useful to identify various attacks. The activation function of the fully connected layer was ReLU function. The numeric vector is first transformed into a two-dimensional matrix (such as \([10, 20]\)). We achieved the best performance when the length of input vector was 1000. While the training time of model which has the shorter length of input vectors does not reduce as expected, there could be a tradeoff between training time and accuracy rate. Besides, the number of the units of the fully connected layer also has an optimal range of value. Specifically, the number of the units was better, close to the input of the fully connected lay but not more than the length of sample vectors. That maybe relates to the representation capability of neural networks.

### 5. Discussion

As stated previously, the purpose of this study was to learn significant features automatically and efficiently from unlabeled raw network traffic data using deep learning techniques. In general, this study shows that the proposed model can achieve high performance by learning feature representations from large volumes of unlabeled training samples. The training samples based on the session are constructed from parts of header and payload information of network packets. We found that the proposed deep learning method obtained quite good results on various classification tasks. These results provide insights into the feature representations learned from raw traffics. It is certain that these feature representations are effective to identify various malicious network traffics and generate low false alarms. The experimental results also show that more layers of convolutional autoencoders fail to
significantly enhance performance as expected. It is possibly because the number of hidden units of the first convolutional layer is enough to learn useful feature representations. In addition, diverse activation functions have a great effect on training time. The results suggest that the ReLU function is a good choice for the proposed model to reduce run time. Moreover, an additional max-pooling operation is not necessary for our proposed model compared to traditional convolutional autoencoders.

The limitation of our proposed model is that the training process takes a comparatively long time. However, it can be solved by cross-GPU parallelization technique [27] which is widely used in the deep learning field. In future work, we will implement an online network intrusion detection system in combination with high-performance computing techniques. Additionally, we would try to add missing data or noise and diverse classifiers to enhance the robustness and performance of our system.

6. Conclusion

In this paper, we proposed a novel network intrusion detection model based on dilated convolutional autoencoders. The proposed deep learning method can automatically learn significant feature representations from large volumes of unlabeled raw traffic data. The Contagio-CTU-UNB dataset and the CTU-UNB dataset are created from various malware traffic data. Three kinds of classification tasks are performed to evaluate the performance of the proposed model. We also compared our deep learning method with other similar approaches. The effects of various important hyperparameters are further analyzed. The experimental results show
the superiority of our model by effectively detecting complex attacks from lots of unlabeled data. The remarkable performance we achieved meet requirements of large-scale and real-world network environments by combining high-performance computing techniques.
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