A Novel Load Capacity Model with a Tunable Proportion of Load Redistribution against Cascading Failures
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1. Introduction

Cascading failures are ubiquitous phenomena in real life and often occur in many networks such as power grids, Internet, and transportation systems. In 2003, the largest power outage took place in North America, which just resulted from a broken-down power plant in Ohio [1]. Traffic paralysis of south China caused by storm in 2008 and Internet congestions [2] are typical examples of cascading failures as well. These incidents seriously affect people’s life and threaten the stability of society. Therefore, more and more researchers come to investigate the issue from different perspectives.

There are several kinds of traditional models on researching cascading failures, respectively, known as the load capacity model [3], the double value impact model [4], the optimal power flow approach model [5], the sand pile model [6], the coupled map lattice model [7], and so on. Load capacity model [3] (ML model) proposed by Motter and Lai shows that, for such networks, where loads can redistribute to other nodes, intentional attacks can lead to a cascade of overload failures, which can in turn cause the entire or a substantial part of the network to collapse. To be more practical and reduce the collapse scale, scholars have put forward many cascading failures model based on ML model. Zhou et al. [8] deem that degrees of nodes in networks can to some extent reflect the processing ability and let nodes with both higher loads and larger degrees acquire more extra capacities. Sun et al. [9] propose a new matching model of capacity by developing a profit function to defence cascading failures on artificially created scale-free networks and the real network structure of the North American power grid. Fang et al. [10] investigate the cascading failures in directed complex networks and make a load redistribution rule of average allocation. Chen et al. [11] propose a nearest neighbours load redistribution model, where load of broken nodes is allocated to nearest neighbours according to their degrees. Wang et al. [12] propose a local load redistribution model. They adopt the initial load of node to be $L_j = \beta k_j^a$ and the load redistribution proportion to be $P_{ji} = \beta k_i^a / \sum_{n \in \Omega_j} \beta k_n^a$, where
\( \Omega_j \) denotes the neighbors set of broken node \( j \). Wang et al. [13] consider that not all overload nodes will be removed from networks due to some effective measures to protect them and propose a new model with a breakdown probability. Also, they propose a new method considering neighbours’ degrees for initiating loads, where the initial load of a node \( j \) is \( L_j = (k_i \times (\sum_{m \in \Omega_i} k_m))^\alpha \) and the load redistribution proportion is \( P_{ji} = (k_i \times (\sum_{m \in \Omega_i} k_m))^\alpha / \sum_{m \in \Omega_i} (k_n \times (\sum_{f \in \Omega_n} k_j))^\alpha \). Peng et al. [14] propose a renewed cascading failures model. In this model, the initial loads are defined as a nonlinear function of the generalized betweenness which is \( L_j = (1 + q)B_j^\beta \). The redistribution strategy is \( P_{ji} = B_i^\gamma / \sum_{m \in \Omega} B_m^\gamma \). The numeric value of betweenness centrality is proportional to that of degree with power exponent [2, 15, 16], so the definition of initial loads is substantially a nonlinear function of degree. Generally, we can conclude that initial loads are all defined as a function of degree. And the load redistribution proportion can be seen as a function of initial loads, where \( P_{ji} = f(L_j) / \sum_{m \in \Omega_i} f(L_m) \) and \( f(L_j) = L_j \). Actually, the load redistribution proportion [8–14] depends on the initial loads that reflect the load processing ability to some extent. Duan et al. [17, 18] explore the critical thresholds of scale-free networks against cascading failures and spatiotemporal tolerance after a fraction of nodes attacked with a tunable load redistribution model that can tune the load redistribution range and heterogeneity of the broken nodes. The initial load is assumed as \( L_j = \rho k_j^\beta \). The redistribution strategy is global. They make \( l_{ji} \) denote the distance between broken node \( j \) and intact node \( i \). The redistribution proportion is \( P_{ji} = l_{ji}^\alpha k_i^\beta / \sum_{m \in \Omega_j} l_{jm}^\alpha k_j^\beta \). Likewise, the initial loads are defined as a function of degree, and the redistribution proportion can be concluded as a function of \( P_{ji} = y(l_{ji}) f(L_j) / \sum_{m \in \Omega_j} y(l_{jm}) f(L_m) \), where \( f(*) \) is a function of initial loads with a power exponent \( \beta/\tau \). And \( y(*) \) is a function of distance, where \( y(x) = x^{-\delta} \). Extending the redistribution range can improve the system robustness against cascading failures undoubtedly. However, this strategy is sometimes unpractical. Long distance load redistribution strategy costs too much in practical application and has high time complexity in computation. Recently, some scholars [19] pay attention to the application of load capacity model in information warfare and propose a cascading failures model for command and control networks with hierarchy structure.

The above scholars are devoted to improving robustness of networks from various points of view and have considered degree, betweenness, path length, and so on. However, scholars have not adopted clustering coefficient into modelling cascading failures. Some researchers have recently investigated the effect of clustering coefficient in the propagation of cascading failures. Zheng et al. [20] find that scale-free networks with larger clustering coefficient are sensitive and are prone to suffering from cascading failures. Ding et al. [21] explore the cascading failures in interconnected weighted networks and draw a conclusion that networks with smaller mean clustering coefficient have stronger ability to resist cascading failures. Eisenberg et al. [22] analyze the topology and resilience of the South Korea power grid. They discover that the power grid has a low efficiency and a high clustering coefficient, implying that highly clustered structure does not necessarily guarantee a functional efficiency of a network. Based on the error and attack tolerance analysis evaluated with efficiency, they find that the South Korea power grid is vulnerable to random or degree-based attacks. Likewise, Monfared et al. [24] investigate the structural properties of power transmission of Iran. The clustering coefficient displayed by Iranian power grid is much larger than that of corresponding random networks. Similarly, after studying the largest connected component of the network, they conclude that the power grid is vulnerable against cascading failures.

In this paper, we propose a novel load capacity model by considering clustering. The load redistribution strategy in our model is a kind of nearest neighbour redistribution methods, where the broken nodes allocate loads to their one-hop neighbours. We introduce a tunable parameter \( \alpha \) to govern the strength of load redistribution proportion. By taking the robustness quantified as the critical threshold \( \beta_m \), where a phase transition takes place from collapse to intact states, we investigate the relation between \( \alpha \) and \( \beta_m \) on ER random graph networks [25], BA scale-free networks [26], WS small-world networks [20], North American power grid, and autonomous systems (AS) subnet topology. The simulation of the intentional attacks on a single node shows the nonmonotonic and nonlinear effect between the two parameters. We can control parameter \( \alpha \) to adjust the proportion of load redistribution, thus reaching the optimal robustness of networks. Our simulations also suggest that networks with large average degree may be robust under the intentional attacks in our model, and highly clustered networks with the same degree distribution cannot guarantee the robustness. By contrast with another nearest neighbours load redistribution model [14], we verify the better performance of our model. Our model may further the research of controlling and defence against cascading failures in complex networks, which is constructive in designing infrastructure networks, such as power grid, logistics network systems, and communication networks.

### 2. Cascading Failures Model

For simplicity, we assume that the network is at the static state initially where the initial load of each node is less than its capacity and there are no broken nodes. After removal of one single node caused by intentional attacks, the balance among nodes will be changed. Therefore, the loads of the broken nodes will be redistributed to other nodes. In this paper, these nodes are one-hop neighbours of broken nodes. If some of these nodes do not have enough capacity to handle the extra load from the broken nodes, they will break down afterwards. In turn, these newly generated broken nodes will continue to allocate loads to their normal neighbours, triggering a collapse of partial nodes or even the whole network. This is the process of cascading failures under the frame of load capacity model [3].
$\mathcal{N}$

Function $f(\bullet)$

$f(L_0)$ paper we adopt the function $\rho = \frac{1}{N} \frac{m}{k}$, where $k$ is the degree of node $i$. The definition of the initial load of node $i$ is as follows:

$$ L_j^0 = \rho \left[ k_j \sum_{m \in \Omega} k_m \right], \quad j = 1, 2, \ldots, N. \quad (1) $$

$N$ is the number of nodes in the network. $k_j$ is the degree of node $j$. $\rho$ is a constant parameter that characterizes the strength of initial loads. $\tau_j$ is the set of node $j$'s neighbours. The capacity of a node is the maximal load that the node can manage under the normal operation. The definition is as follows:

$$ C_j = (1 + \beta) L_j^0. \quad (2) $$

$\beta \geq 0$ is the tolerance parameter. Generally, the tolerance parameter reveals the node's ability of defence against cascading failures. Evidently, the larger it is, the more robust the network is. However, improving the ability of tolerance at all costs is not reasonable. Here, we aim to seek the minimal $\beta$ that we define as critical threshold $\beta_m$ to get a balance between costs and robustness. Undoubtedly, reducing the critical threshold as much as possible is our ambition.

Considering that clustering coefficient plays a negative role in the propagation of cascading failures [21–24] and initial loads reflect the load processing ability to some extent [8–14, 17, 18], we make our redistribution strategy as follows:

$$ P_{ji} = \frac{(g(\alpha c_j) f(L_j^0)^{\alpha})}{\sum_{i \in \Omega} (g(c_j) f(L_j^0)^{\alpha})}. \quad (3) $$

$$ L_j \leftarrow L_j + L_j \times P_{ji}. \quad (4) $$

The term $c_j$ denotes the clustering coefficient [20] of node $i$. The definition of clustering coefficient [20] of node $i$ is as follows. $E_i$ denotes the number of links among node $i$'s neighbours. $k_i$ is the degree of node $i$.

$$ c_j = \frac{2E_i}{k_i(k_i - 1)} \quad (5) $$

Function $f(\bullet)$ is proportional to initial loads and in this paper we adopt the function $f(L_0) = L_0$. [12–14]. The function $g(\alpha c_j)$ characterizes the negative effect of clustering coefficient [21–24] and is a decreasing function of clustering coefficient. When a node is broken, the neighbours will be redistributed the loads of the broken node. If the adjacent node has a higher clustering coefficient, it will be redistributed fewer loads from the broken node. We here adopt a simple exponential function, namely, $g(\alpha c_j) = e^{-\alpha c_j}$, a decreasing function of clustering coefficient. Actually, we can apply a more complicated form of $g(\alpha c_j)$. However, a more complicated form of $g(\alpha c_j)$ adds little value to characterize the effect of clustering coefficient but increases the computing complexity. In reality, the results and perspectives of our research are not limited by a specific function of clustering coefficient. $\Omega_j$ denotes the set of intact neighbours of node $j$. Here, node $i$ is an element of the set. When node $j$ breaks down, it will allocate its loads to intact neighbours at the certain proportion of $P_{ji}$. After getting the extra loads of node $j$, node $i$ will break down if the updated loads exceed its capacity ($L_j > C_j$). In turn, node $i$ will allocate its loads to intact neighbours, just as (3) and (4). The process will stop until the whole network breaks down or there are no newly generated broken nodes. The parameter $\alpha$ ($\alpha \geq 0$) is tunable. By controlling parameter $\alpha$, we can adjust the proportion of load redistribution to reach the optimal robustness of networks at the lowest cost.

### 3. Simulations

In this section, we first investigate the relation between $\alpha$ and $\beta_m$ on ER random graph networks [25], BA scale-free networks [26], WS small-world networks [20], North American power grid, and autonomous systems (AS) subnet topology. The average degrees of artificial networks are, respectively, four, six, eight, and ten. Fifty networks of the same average degree are generated, and the simulations are implemented in each network. Average results are shown in this paper. Relevant parameters of networks are shown in Table 1.

As triggered by the intentional attacks on a single node, cascading failures may probably spread to a certain scale. We calculate the proportion (see (6)) of broken nodes in the whole network to characterize the scale of cascading failures.

$$ P = \frac{n_b}{N} \quad (6) $$

$N$ denotes the number of nodes. $n_b$ denotes the number of broken nodes. There is no doubt that if the tolerance parameter $\beta$ is equal to zero, the proportion $P$ is always equal to one. In this paper, we intend to attack the nodes of the largest degree and the node of the largest initial load. In

<table>
<thead>
<tr>
<th>Name</th>
<th>$N$</th>
<th>$M$</th>
<th>$\langle k \rangle$</th>
<th>Name</th>
<th>$N$</th>
<th>$M$</th>
<th>$\langle k \rangle$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BA1</td>
<td>1000</td>
<td>2000</td>
<td>4</td>
<td>ER4</td>
<td>1000</td>
<td>5000</td>
<td>10</td>
</tr>
<tr>
<td>BA2</td>
<td>1000</td>
<td>3000</td>
<td>6</td>
<td>WS1</td>
<td>1000</td>
<td>2000</td>
<td>4</td>
</tr>
<tr>
<td>BA3</td>
<td>1000</td>
<td>4000</td>
<td>8</td>
<td>WS2</td>
<td>1000</td>
<td>3000</td>
<td>6</td>
</tr>
<tr>
<td>BA4</td>
<td>1000</td>
<td>5000</td>
<td>10</td>
<td>WS3</td>
<td>1000</td>
<td>4000</td>
<td>8</td>
</tr>
<tr>
<td>ERI</td>
<td>1000</td>
<td>2000</td>
<td>4</td>
<td>WS4</td>
<td>1000</td>
<td>5000</td>
<td>10</td>
</tr>
<tr>
<td>ER2</td>
<td>1000</td>
<td>3000</td>
<td>6</td>
<td>Power grid</td>
<td>4941</td>
<td>6594</td>
<td>2.67</td>
</tr>
<tr>
<td>ER3</td>
<td>1000</td>
<td>4000</td>
<td>8</td>
<td>AS</td>
<td>4158</td>
<td>13422</td>
<td>6.456</td>
</tr>
</tbody>
</table>

Relevant parameters of networks are shown in Table 1. The definition of initial load of node $i$ is as follows:
North American power grid, nodes of the largest degree and initial load are, respectively, No. 2554 and No. 4346. In other networks, the node of the largest degree is the same as the node of the largest initial load.

We then attack the above nodes in each network, and the relations between $\alpha$ and $\beta_m$ are shown in Figures 1–5.

In Figures 1–5, each $\alpha$ corresponds to a critical threshold $\beta_m$. It is well known that the larger tolerance parameter $\beta$ costs more. Therefore, we aim to seek the minimal tolerance parameter under the condition that the network is robust. We can get that optima for four BA networks are around $\alpha = 2$, where the minimum $\beta_m$ exists. From Figure 1, we can also see that curves tend to be stable when $\alpha > 14$. This is easy to explain. When $\alpha$ is large enough, there is no numerically striking difference among the proportions of redistribution with the change of $\alpha$, so the curves become stable. When scrutinizing the simulations of BA networks, we discover that $\beta_m$ (s) are getting smaller with the increase of average degree, indicating that the network is getting robust in our model. If the average degree increases, the scope of load redistribution is actually extended. This situation reduces the probability that neighbours of broken nodes continue to get broken. Hence, the network gets robust with the increase of average degree in our model. When $\alpha$ approaches zero, we can see that $\beta_m$ (s) of BA networks are evidently larger than those of WS and ER networks. This phenomenon is caused by the heterogeneity of scale-free networks. In BA networks, the heterogeneity of degree distribution makes the initial loads of some nodes large apparently. Therefore, the
minimal tolerance parameter $\beta_m$ ought to be large enough to guarantee the robustness of networks when nodes of the largest degree and the largest initial load are attacked. Compared with critical thresholds of WS and ER networks with the same average degree, $\beta_m$ of BA networks is smaller at the stable state. Similarly, the heterogeneity of scale-free networks contributes to the phenomenon. The broken nodes of BA networks have more neighbours than those of WS and ER networks, which means that there are more nodes to be redistributed loads from broken nodes. Therefore, the minimal tolerance parameter $\beta_m (s)$ can be smaller.

The optima for WS networks and ER networks are, respectively, around $\alpha = 1.5$ and $\alpha = 2$. We may also discover a phenomenon that $\beta_m (s)$ get smaller along with the increase of average degree, indicating that the WS and ER networks are getting robust in our model. Remarkably, the degree distributions of WS and ER networks are both Poisson distribution, and $\beta_m (s)$ denoting the gentle pieces of curves of WS networks are not strikingly different from those of corresponding ER networks. Even $\beta_m (s)$ of WS networks are sometimes larger than those of ER networks. Although WS network has the character of high clustering, it cannot guarantee the robustness of networks with the same degree distribution. This finding is coincident with the former research [21–24].

Figures 4-5 indicate that two curves of power grid and that of AS network topology do not have remarkable regularities but all present the declining trends. The optima are around $\alpha = 15$ and $\alpha = 20$, respectively. Figures 4-5 show the simulations on the real networks. Real networks are different from artificial networks, and their statistical characters are sometimes not technically subject to the corresponding network models. Therefore, the simulation curves are sometimes not smooth and sudden change may appear.

The above studies on the relation between $\alpha$ and $\beta_m$ are from the macro perspective. To verify the better performance of our model, we will next concentrate on the relation between $P$ and $\beta$ to investigate the propagation process of cascading failures from the microscopic level. We compare our model with another nearest neighbour load redistribution model [14] on American power grid and autonomous systems (AS), using optimal $\alpha$ corresponding to minimal $\beta_m$. The simulations are shown in Figures 6-7.

From the simulations, we can see that $\beta_m$ of our model is smaller, which means that our model decreases the critical threshold and makes it easier to acquire the robustness of networks. Dramatically, when applying our model into real networks, such as North American power grid and

---

**Figure 5:** The relation between $\alpha$ and $\beta_m$ in AS network.

**Figure 6:** Attacking power grid based on the largest degree and initial load. LRCD (load redistribution based on clustering coefficient and degree) denotes our model. MLD denotes the nearest neighbours load redistribution model [14].

**Figure 7:** Attacking AS network. LRCD (load redistribution based on clustering coefficient and degree) denotes our model. MLD denotes the nearest neighbours load redistribution model [14].
autonomous systems, shown in Figures 6-7, we find that the phase transition from collapse to intact states takes place more quickly. Therefore, our model is more practical in applications and may inspire researchers to design more robust infrastructure systems against cascading failures when faced with the intentional attacks.

4. Conclusions

Nowadays, defence against cascading failures is a vital research, which contributes to operation of power grid, information security, efficiency of logistics networks, and so on. A novel load capacity model by considering clustering is proposed in this paper, aiming to get a smaller critical threshold and improve the robustness of networks. With the help of Monte Carlo simulations, the effectiveness of our model can be verified through comparison with a famous nearest neighbour load redistribution model [14]. The simulations suggest that our model is more practical in applications and may inspire researchers to design more robust infrastructure systems against cascading failures.

Data Availability

The North American power grid and autonomous systems (AS) subnet topology data used to support the findings of this study have been deposited in the website http://snap.stanford.edu/. ER random graph networks, BA scale-free networks, and WS small-world networks used to support the findings of this study are generated by the methods cited in [16, 24, 25].
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