Differentially Private Release of the Distribution of Clustering Coefficients across Communities
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Aiming to provide more information about the behaviors between groups or patterns between clusters in social networks, we propose a two-step differentially private method to release the distribution of clustering coefficients across communities. The DPLM algorithm improves a Louvain method to partition one network using an exponential mechanism. We introduce an absolute gain of modularity to sanitize neighboring communities. Otherwise, the algorithm is difficult to converge due to the randomness introduced. The DPCC algorithm charts the noisy distribution of clustering coefficients as a histogram, which presents the results in an intuitive manner. We conduct experiments on three real-world datasets to evaluate the proposed method. The experimental results indicate that the proposed method provides valuable distribution results while guaranteeing \( \varepsilon \)-differential privacy. Moreover, the DPLM algorithm can obtain better modularity for the networks.

1. Introduction

The understanding of the quantitative and qualitative characteristics of social networks has become an important challenge in the scientific research of the Internet era. The research content includes many aspects by means of the basic measures of complex networks. For example, the counts of triangles or other simple subgraphs can be used to characterize the connectivity of a graph. Meanwhile, various subgraph counts are the core data in graph analysis and also the parameters of random graph models. The clustering coefficient, a reflection of social cohesion, measures whether nodes in the graph tend to cluster together. The detected communities can assist in studying the organization and function of complex networks.

The release of graph measures may violate the privacy of individuals in social networks. Some algorithms have been proposed to address this problem. We focus on the schemes providing \( \varepsilon \)-differential privacy [1], a prominent concept, which is discussed largely in the computer field. Initially, differential privacy is used to protect the output of queries in an interactive environment. Karwa et al. [2] provided differentially private approaches for releasing \( k \)-star and \( k \)-triangle counts, respectively. A \( k \)-star subgraph has a central node with \( k \) connected nodes. A \( k \)-triangle subgraph means \( k \) triangles share one edge. The two approaches are based on smooth sensitivity [3] and a higher-order local sensitivity, respectively. Shoaran et al. [4] provided zero-knowledge private [5] methods for releasing a group-based triangle measure, which is the fraction of the number of actual triangles over the number of all possible triangles. Note that the nodes of such triangles belong to different groups. We consider the clustering coefficient as the graph measure in this study and provide an approach to protect link privacy during release.

Task et al. [6] proposed the concept of partition privacy, which provides broader protection at the level of small social groups rather than individuals. They released various graph measures in the form of histograms, such as triangle density, average shortest-path lengths, and subgraph counts. It should be noted that they ran experiments over a collection of graphs rather than one network. The accessible datasets are nonpartitioned graphs, which require developing differentially private partitioning algorithms. Mülle et al.
[7] proposed an approach for perturbing the input graph by operating on the adjacency matrix. The approach is a combination of edge sampling and edge flipping, which is essentially an edge randomization method. Then, the graph clustering algorithms are applied directly to the perturbed graph. Nguyen et al. [8] addressed the problem of detecting communities under differential privacy. They proposed two schemes, input perturbation and algorithm perturbation. In addition, another category is output perturbation. 

Proposition 5 (sequential composition [14]). Let each algorithm $A_i$ provide $\varepsilon_i$ - differential privacy. The combination algorithm $A (A_1 (D_1), A_2 (D_2), \ldots)$ over the entire dataset $D$ provides $\sum_{i=1}^{\varepsilon} - differential privacy.

Proposition 6 (parallel composition [14]). Let each algorithm $A_i$ provide $\varepsilon_i$ - differential privacy. The combination algorithm $A (A_1 (D_1), A_2 (D_2), \ldots)$ over the disjoint subsets of dataset $D$ provides $\max_{i=1}^{\varepsilon} - differential privacy.

In the context of social networks, differential privacy is adapted to edge-differential privacy and node-differential privacy in the literature [11]. We adopt the former conception, edge-DP for short, to protect individual edges from being disclosed. In the definition, a neighboring graph is produced either by adding or removing an edge or by adding or removing an isolated node.

To achieve differential privacy, noise mechanisms need to be introduced. The magnitude of noise required is dependent on the global sensitivity. The common techniques are the Laplace mechanism and the exponential mechanism. Furthermore, differential privacy contains two important combination properties, sequential composition and parallel composition. The relevant definitions are formally described as below.

Definition 2 (global sensitivity [1]). For a function $f : D \mapsto \mathbb{R}^d$, the global sensitivity of $f$ is

$$\Delta f = \max_{D, D^{'}} \| f(D) - f(D') \|_1$$

where $D'$ is a possible output of $D$. $\Delta f$ is a tuning parameter to make the trade-off between privacy and accuracy. It is a small positive value; a smaller value yields a higher privacy and lower accuracy, and vice versa. 

2. Background

In this section, we first review the definition of differential privacy and some relevant concepts. Then, we introduce the calculation method of a clustering coefficient. Finally, we demonstrate the partition process of the Louvain method.

2.1. Differential Privacy. Differential privacy is based on a mathematical foundation and can provide proven security as cryptography does. The probability of the same result will be provided for the same data. The method partitions one network into several communities and then releases the histogram of clustering coefficients. It is more meaningful to compare with an average clustering coefficient of an entire network, as it may provide more information about the behaviors between groups or patterns between clusters in social networks. The rest of this paper is organized as follows. Section 2 introduces the background knowledge. The proposed method is presented in Section 3. Section 4 reports the experimental results. Finally, Section 5 concludes the study and provides additional research directions.
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In solving complex privacy problems, we need to combine several differentially private mechanisms and properly allocate a privacy budget $\epsilon$ to every portion based on the combination properties.

2.2. Clustering Coefficient. There are two versions of calculation methods of clustering coefficients. The global approach is to measure the clustering of the entire network. The local approach provides a measure of the embedding of a single node, and the mean is for measuring the entire network.

1. Global Clustering Coefficient is

$$C = \frac{\text{# of triangles}}{\text{# of triangles} + \text{# of wedges}}$$

(a) The wedge subgraph (v) is a chain of 3 nodes connected by 2 edges.

(b) The triangle subgraph ($\Delta$) is a clique of 3 nodes connected by 3 edges.

2. Local Clustering Coefficient is

$$C_i = \frac{2 \cdot |[e_{ij}]|}{|N_i| \cdot ([N_i] - 1)}: v_1, v_2 \in N_i, e_{ij} \in E,$$

$$C = \frac{1}{n} \sum_{i=1}^{n} C_i$$

(a) $N_i$ is the set of direct neighboring nodes of $v_i$.

(b) $E$ is the set of edges.

2.3. Louvain Method. The Louvain method [10] is a heuristic algorithm based on modularity optimization to implement a community detection task. The algorithm can discover high quality partitions in a short time and unfold a complete hierarchical community structure for large networks.

The algorithm is divided into two phases for each pass, the first phase optimizes modularity until a local maximum is attained, and the second phase aggregates communities to build a new weighted network. In the initial partition, each node is treated as a different community. The passes are repeated repeatedly to reach the final partition, the top level of the hierarchy. The Louvain method is shown in Figure 1. The algorithm runs two passes in this example. In the first pass, the network is partitioned into three communities with a modularity of 0.3291. The algorithm continues for the second pass based on the new weighted network. The modularity of the final partition is 0.3571, and then the algorithm ends.

1. Modularity. The modularity is used to measure the quality of the partitions and also as an objective function to optimize. The definition of modularity $Q$ [15] for a weighted network is as below:

$$Q = \frac{1}{2m} \sum_{i,j} \left[ A_{ij} - \frac{k_i k_j}{2m} \right] \delta(c_i, c_j)$$

$$= \frac{1}{2m} \sum_{i,j} \left[ \frac{\sum_i k_i \sum_j k_j}{2m} \right] \delta(c_i, c_j)$$

$$= \frac{1}{2m} \sum_{i} \left[ \sum_{j} \left\{ \frac{\sum_{j} k_{ij}}{2m} \right\} \right] \delta(c_i, c_j)$$

(7)

where $A_{ij}$ represents the edge-weight between nodes $i$ and $j$, $k_i$ is the sum of the adjacent edge-weights of node $i$, $m$ is the sum of the edge-weights in the network, $c_i$ is the community where node $i$ is located, the function $\delta(u, v)$ is 1 if $u = v$ and 0 otherwise, $\sum in$ represents the sum of the edge-weights in community $C$, and $\sum tot$ represents the sum of the adjacent edge-weights of nodes in community $C$.

2. Relative Gain. In the Louvain method, the gain of modularity is computed by moving an isolated node into a community $C$. It considers all communities where the neighbors of node $i$ are located. A node $i$ placed in the community with the maximum gain, only if the gain is positive. A node $i$ may stay in the original community if no positive gain is obtained. The operation is repeated iteratively and sequentially for all nodes until no more moving can improve the modularity, and then the first phase is complete. The formula for calculating $\Delta Q$ is as below:

$$\Delta Q = \left[ \frac{\sum in + k_{ij}}{2m} - \left( \frac{\sum tot + k_i}{2m} \right)^2 \right]$$

$$- \left[ \frac{\sum in}{2m} - \left( \frac{\sum tot}{2m} \right)^2 - \left( \frac{k_i}{2m} \right)^2 \right]$$

$$= \left[ \frac{\sum in}{2m} + \frac{k_{ij}}{2m} - \left( \frac{\sum tot}{2m} \right)^2 - \frac{\sum tot \cdot k_i}{2m^2} - \left( \frac{k_i}{2m} \right)^2 \right]$$

$$\quad - \left[ \frac{\sum in}{2m} + \left( \frac{\sum tot}{2m} \right)^2 + \left( \frac{k_i}{2m} \right)^2 \right]$$

$$= \frac{k_{ij}}{2m} - \frac{\sum tot \cdot k_i}{2m^2} = \frac{1}{2m} \left[ \frac{k_{ij}}{m} - \sum tot \cdot k_i \right]$$

(8)

where $k_{ij}$ is the sum of the edge-weights between node $i$ and nodes in community $C$, and other notations represent the same meaning as formula (7).

3. Methods

In this section, we first analyze the concept of absolute gain and its significance to our improved method. Then, we provide the DPLM algorithm to partition one network based on the exponential mechanism. Finally, we provide the DPCC algorithm to release the distribution of clustering coefficients based on the Laplace mechanism. The data flowchart of the proposed method is shown in Figure 2.
3.1. Absolute Gain. In the Louvain method, the modularity gain is relative. It considers the maximum gain by moving one node into a neighboring community, regardless of the change of modularity by removing the node from its own community. In order to simplify the calculation, we treat each node as an isolated node, which does not belong to any community. The change can be evaluated with the gain \( Q_{ori} \) by supposing to move the node into its original community. We consider the absolute gain of modularity, which is the difference between two gains, \( Q - Q_{ori} \), not just \( Q_{ori} \).

A positive value of absolute gain guarantees that the modularity gain increases absolutely for the entire network. The formula \( Q - Q_{ori} > 0 \) is equivalent to \( Q > Q_{ori} \), where \( Q_{ori} \) is a computable threshold. This simple heuristic is beneficial for the exponential mechanism. The randomness introduced dramatically increases the number of iterations in the first phase. The constraint sanitizes neighboring communities and reduces the range of optional communities, which avoids the situation where one node may be moved multiple times in vain.

3.2. Differentially Private Partitioning. We improve the Louvain method to partition one network under the premise of \( \varepsilon \)-differential privacy. As shown in Algorithm 1, lines (1) \( \sim \) (9) describe the first phase, and line (10) describes the second phase. There are two major improvements in the first phase. The neighboring communities are firstly sanitized according to \( Q_{ori} - Q_{ori} > 0 \) (see line (5)). Then, a community is randomly selected based on the exponential mechanism (see line (6)). The score function is \( Q \) and the global sensitivity is smaller than \( 1/m \), which is proved by Theorem 7.

Note that the algorithm consumes the privacy budget \( \varepsilon_1 \) at each iteration of the first phase. In the second phase, no privacy budget is consumed, similar to the Louvain method. As described in lines (11) \( \sim \) (12), the algorithm will perform some passes repeatedly and finally return the partition \( P \) with a maximum \( Q \).

**Theorem 7.** The global sensitivity of the gain of modularity, \( \Delta Q \), is smaller than \( 1/m \).

**Proof.** In edge-DP, \( G \) and \( G' \) are neighbors if \( |V \oplus V'| + |E \oplus E'| = 1 \). There are two cases to consider separately.

*Case 1.* \( G' \) is produced by adding or removing an isolated node. There is no effect on \( Q \) according to the definition. That is, the maximum change is 0.

*Case 2.* \( G' \) is produced by adding or removing an edge. Then,

\[
\Delta Q = \frac{1}{2m} \left[ k_{in} - \frac{\sum_{i} \text{tot} \cdot k_i}{m} \right] = \frac{k_{in}}{2m} - \frac{\sum_{i} \text{tot} \cdot k_i}{2m^2} \leq \frac{k_{in}}{2m} \tag{9}
\]
Since adding or removing operation is similar, only the former is considered in the proof. The maximum impact on $\Delta Q$ is that a new edge is incident to the node $i$ within the community $C$. The degrees of the two nodes of the new edge increase by 1, respectively. In this case, the value of $k_{in}$ increases by 2, and the total number of edges is $m + 1$. Therefore, the maximum amount of change for $\Delta Q$ is

$$\frac{k_{in}}{2m} = \frac{2}{2(m+1)} = \frac{1}{m+1} < \frac{1}{m} \quad (10)$$

In summary, the global sensitivity of the gain of modularity, $\Delta(\Delta Q)$, is smaller than $1/m$.

Note that the time complexity of the improved algorithm DPLM remains unchanged. The time complexity in each iteration is $O(E)$, where $E$ is the number of edges in the graph. The most time-consuming computation is the first iteration, which is the lowest layer of community detection. After a few iterations, the number of communities decreases dramatically in the graph.

### 3.3. Releasing a Noisy Histogram

Next, we release a noisy histogram of clustering coefficients based on the previous partitioning results. In the previous process, the consumption of privacy budget is $t \cdot \varepsilon_1$, where $t$ is the number of iterations. The remaining privacy budget $\varepsilon_2$ is $\varepsilon - t \cdot \varepsilon_1$, where $\varepsilon$ is the total privacy budget of the proposed method.

As shown in Algorithm 2, we firstly count communities with the calculated clustering coefficients in lines (1)~(2). Then, the counts are disturbed based on the Laplace mechanism in line (3). The global sensitivity of the released histogram is 2, which is proved by Theorem 8. Finally, the algorithm charts the noisy distribution of clustering coefficients across communities in line (4).

**Theorem 8.** The global sensitivity of the released histogram is 2.

**Proof.** As the proof of Theorem 7, there are two cases to consider separately.

**Case 1.** $G'$ is produced by adding or removing an isolated node. The isolated node changes the first bin $n_0$ of the histogram by 1.

**Case 2.** $G'$ is produced by adding or removing an edge. The edge only changes the clustering coefficient of one community after partitioning. It is like the community shifting to a different bin of the histogram. The value of the bin adds 1 and another one subtracts 1. Therefore, the total change of the histogram is 2.

In summary, the global sensitivity of the released histogram is 2.

**Theorem 9.** The proposed method guarantees $\varepsilon$-differential privacy.

**Proof.** The proposed method includes two steps, differentially private partitioning and releasing a noisy histogram.

Specifically, in the first step, the consumption of the privacy budget is $\varepsilon_1$ at each iteration according to Proposition 6. The number of iterations $t$ is numerable; the total consumption of the privacy budget is $t \cdot \varepsilon_1$, according to Proposition 5. For the second step, the assigned privacy budget $\varepsilon_2$ is $\varepsilon - t \cdot \varepsilon_1$, as seen in Algorithm 2. According to Proposition 5, the total privacy budget is the sum of the two parts, $t \cdot \varepsilon_1 + \varepsilon_2 = \varepsilon$. Therefore, the proposed method guarantees $\varepsilon$-differential privacy.

### 4. Experiments

We conduct experiments on three real-world datasets: CA-GrQc, CA-HepTh, and CA-HepPh, which can be accessed from the Stanford Large Network Dataset Collection (SNAP \url{http://snap.stanford.edu/data}) without any restrictions. The file CA-GrQc.txt contains the collaboration network of Arxiv General Relativity category. The file CA-HepTh.txt contains the collaboration network of Arxiv High Energy Physics Theory category. The file CA-HepPh.txt contains the collaboration network of Arxiv High Energy Physics category.
these collaboration networks, every author is considered as a node, and there is an edge if authors coauthored at least one paper. The statistics of the datasets are shown in Table 1.

In this section, we evaluate two methods for releasing the distribution of clustering coefficients across communities. The proposed method includes two algorithms, DPLM and DPCC. The comparative method directly calls the Louvain method (LM for short) to partition one network and releases the results without noise. With a slight abuse of concepts in Figures 5, 8, and 11, we will use LM and DPLM to denote the two methods, respectively.

In the experiments, the total privacy budget $\varepsilon$ is between 1 and 5, and $\varepsilon_1$ is set to one percent of $\varepsilon$. That is, $\varepsilon_1$ is between 0.01 and 0.05 correspondingly. The number of iterations is shown in Table 2 in the first partitioning step. The privacy budget is allocated as follows: for example, when $\varepsilon=3$ is set, the number of iterations is 24 for CA-HepTh. In the first partitioning step, the consumption of the privacy budget is $24 \times 0.03 = 0.72$. For the second releasing step, the remaining privacy budget $\varepsilon_2$ is $3 - 0.72 = 2.28$.

The modularity of the partitioning results is shown in Figures 3, 6, and 9. The two curves are almost parallel, which indicates that the privacy budget $\varepsilon$ has little impact on modularity. The modularity obtained by DPLM is better than LM, especially for CA-GrQc and CA-HepTh. As for CA-HepPh, there is little difference in modularity between the two methods.

As shown in Figures 4, 7 and 10, the number of communities partitioned by DPLM is about 100 less than LM. Then, the size of the community in DPLM is relatively larger than LM. As shown in Table 2, the number of iterations performed in DPLM is more than LM, or even twice in some cases. Undoubtedly, DPLM consumes more running time than LM. In DPLM, the program can iterate more times to detect larger communities and obtain better modularity for the networks. The reason may be that the exponential mechanism provides more testing opportunities to avoid falling into local optimizations. Note that it is not feasible to simply introduce the exponential mechanism into the Louvain method. The algorithm will be difficult to converge if the absolute gain of modularity is not guaranteed to be positive.

As shown in Figures 5, 8, and 11, nearly half of the communities are located at both ends of the histogram, while the remaining half are normally distributed in the middle part of the histogram. Intuitively, the relative difference is uniform between the two methods. Therefore, the two methods are consistent with the released results. In conclusion, the proposed method provides valuable distribution results while guaranteeing $\varepsilon$- differential privacy.

5. Conclusions and Future Work

In this paper, we addressed a differentially private method for releasing the distribution of clustering coefficients across communities.
communities. We improved the Louvain method to partition one network by using an exponential mechanism. The neighboring communities are sanitized according to the absolute gain, which is different from the relative gain used in the original algorithm. This change is crucial given the randomness of the exponential mechanism. Finally, the method outputs the histogram of clustering coefficients based on the Laplace mechanism.

By conducting a comprehensive evaluation, the proposed method was shown to provide valuable distribution results while guaranteeing \( \epsilon \)-differential privacy. Moreover, the DPLM algorithm can obtain better modularity for the networks, which is also an improvement for community detection. Nevertheless, the accuracy of the partitioning results needs to be further tested with some auxiliary structural information. As part of further study, we plan to extend our work to other community detection algorithms [16–18] or develop new differentially private partitioning algorithms.
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