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As the representative ensemble machine learning method, the Random Forest (RF) algorithm has widely been used in diverse
applications on behalf of the fast learning speed and the high classification accuracy. Research on RF can be classified into two
categories: (1) improving the classification accuracy and (2) decreasing the number of trees in a forest. However, most of papers
related to the performance improvement of RF have focused on improving the classification accuracy. Only some papers have
focused on reducing the number of trees in a forest. In this paper, we propose a new Covariance-Based Dynamic RF algorithm,
called C-DRF. Compared to the previous works, while ensuring the good-enough classification accuracy, the proposed C-DRF
algorithm reduces the number of trees. Specifically, by computing the covariance between the number of trees in a forest and𝐹-measure at each iteration, the proposed algorithm determines whether to increase the number of trees composing a forest.
To evaluate the performance of the proposed C-DRF algorithm, we compared the learning time, the test time, and the memory
usage with the original RF algorithm under the different areas of datasets. Under the same or higher classification accuracy, it
is shown that the proposed C-DRF algorithm improves the performance of the original RF algorithm by as much as 58.68% at
learning time, 47.91% at test time, and 68.06% in memory usage on average. As a practical application area, we also show that
the proposed C-DRF algorithm is more efficient than the state-of-the-art RF algorithms in Network Intrusion Detection (NID)
area.

1. Introduction

As one of the classification modeling approaches, decision
tree learning has widely been used in various learning
fields such as statistics, data mining, and machine learning.
When classifying the optimal value of an output variable
based on input variables, decision tree learning uses a single
decision tree or multiple decision trees. By using the Hill
Climbing method [1–3] and the Greedy method [4, 5], the
single decision tree method has obtained optimal solutions.
However, since the classified output value is sensitive to the
size of the learning sample, the single decision tree method
can be applied to find only a local optimum.

To solve such a limitation, there has been a lot of interest
in an ensemble machine learning method, which generates
multiple classifiers and aggregates their results, since the late
1990s [6–8]. The ensemble machine learning method has
been designed by using various methods such as bagging,
boosting, and stacking [9–11]. As a representative ensemble

machine learning method, the Random Forest (RF) algo-
rithmwas proposed by Breiman [12].TheRF algorithm grows
many decision trees for classification and regression analysis
[13]. RF grows by combining randomized node optimization
(RNO) and bootstrap aggregating (bagging). Each tree is
independently constructed using a bootstrap sample of the
dataset and added into a forest.

Based on Breiman’s paper [12], let us overview the overall
operation of the RF algorithm. To classify the output value
usingmultiple decision trees, theRF algorithmconsists of two
operational phases: (1) training and (2) test. In the training
phase, a randomly sampled dataset, called the inBag dataset,
from the training dataset is selected. Note that the remaining
training dataset different from the inBag dataset is called
the out-of-bag (OoB) dataset. By using the inBag dataset, a
decision tree is grown. This process is repeated to generate𝑘(≥ 1) number of decision trees and, then, an RF is grown.
When growing an RF, the OoB dataset can be used to evaluate
the classification accuracy of a decision tree. In the test phase,
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Figure 1: Overall learning operation of the original RF algorithm and the proposed C-DRF algorithm.

the RF algorithm classifies the input data into an output value
by voting the result of all decision trees.

On behalf of the fast learning speed and the high
classification accuracy, the RF algorithm has been widely
used in diverse applications such as image recognition and
information security [20–22]. For example, as a practical
application, the RF algorithm has frequently been used as
the core engine of intrusion detection system because of
the fast learning speed and the high detection accuracy [23,
24]. Also, because the classification accuracy and learning
speed of RF can mainly vary according to the operational
details in the learning phase, multiple variances have been
proposed. To improve the classification accuracy of RF, Cutler
et al. proposed an algorithm which modified how to create a
decision tree [14]. Rodriguez et al. proposed the RF induction
algorithm based on the readjustment of the learning data [15].
Also, in [16, 17], new algorithms that assign weight to each
tree were proposed. Even though these algorithms focused on
improving the classification accuracy of RF, the classification
accuracy can be decreased according to the number of trees,
denoted into 𝑘, composing the forest.

To find the optimal value of 𝑘, Cuzzocrea et al. proposed
an algorithm that gradually increased the number of trees
[18] and found the best classifiers than the others. Even
though Cuzzocrea et al.’s algorithm minimizes the number
of trees composing the forest, it requires much learning time
and much memory usage. P. Latinne et al. also proposed
an algorithm where the forest was grown based on a direct
nonparametric test of comparison, that is, the McNemar test
[19, 25]. By determining the minimum number of weakened
classifiers, P. Latinne et al.’s algorithm reduced the number of
trees composing the forest. It was shown that a gain for time
and memory could be obtained.

In this paper, we propose a new Covariance-Based
Dynamic RF algorithm, called C-DRF. While keeping the

best classification accuracy close to that of the original RF
algorithm [12], the proposed algorithm reduces the number
of trees composing the forest. Compared to Cuzzocrea et
al.’s algorithm [18], the proposed algorithm does not need to
know the predefined number of trees 𝑘 and a certain a priori
information. Also, compared to P. Latinne et al.’s algorithm
[19], the proposed algorithm uses the covariance between the
number of trees and 𝐹-measure for a forest at each iteration.
Here, 𝐹-measure is a measure of the test accuracy and the
covariance is a measure of the joint variability of two random
variables or vectors.

As shown in Figure 1(a), the original RF algorithm
iteratively splits the learning dataset into inBag and OoB
datasets and, then, generates 𝑘 trees using inBag dataset.
On the other hand, the proposed algorithm determines
whether to increase the number of trees based on a direct
nonparametric test of comparison dynamically. That is, as
shown in Figure 1(b), according to the sign of the computed
covariance between the number of trees in a forest and 𝐹-
measure for the OoB dataset at each iteration, the proposed
algorithm determines whether to increase the number of
trees composing a forest.

The main contributions of this paper can be summarized
as follows. (1) To the best of our knowledge, we propose
the first RF learning algorithm that generates the minimum
number of trees using covariance, while keeping the best
classification accuracy close to the original RF algorithm.(2) By analyzing the computational time complexity of
the proposed C-DRF algorithm, we show that C-DRF can
reduce the computational time complexity of the original RF
algorithm in practice. (3)We evaluate the proposed C-DRF
algorithm with datasets collected from diverse applications.
From the experimental results, we show that the proposed
algorithm reduces the number of trees in a forest while
keeping the best accuracy close to the original RF algorithm
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[12, 19]. Also, we show that the proposed C-DRF algorithm
reduces the learning time, the memory usage, and the test
time compared to the other RF algorithms under various
applications such as network intrusion detection.

The rest of the paper is organized as follows. In Section 2,
we overview research works related to the RF algorithm. In
Section 3, after showing the overall operation of the proposed
algorithm, we describe the operation in detail. We also
show the computational complexity for learning in Section 4.
After showing the experimental results for evaluating the
performance of C-DRF in Section 5, we discuss the limitation
of C-DRF in Section 6. Finally, we summarize this paper in
Section 7.

2. Related Works

In this section, we overview the characteristics of the RF
algorithms according to their goals: (1) improving the classi-
fication accuracy and (2) optimizing the number of trees. We
summarize the characteristics of the various RF algorithms in
Table 1.

To improve the classification accuracy of the original
RF algorithm, Cutler et al. proposed a new tree creation
algorithm that sets the cut point between randomly selected
two learning instances, called PERT [14]. Even though the
PERT algorithm has shortened learning time and improved
the classification accuracy, the performance of the PERT
algorithm can be degraded for certain datasets such as DNA
[26]. In Rodriquez et al.’s paper [15], the Rotation Forest algo-
rithm was proposed. The Rotation Forest algorithm grows
a forest after rotating the data axis while applying principal
component analysis (PCA) to the learning data. Even though
the Rotation Forest algorithm improved the classification
accuracy by constructing an oblique decision boundary, the
classification accuracy for dataset with unclear direction of
dispersion is strictly degraded. Robnik also proposed an
algorithm that assigns weight to each tree composing the
forest [16]. Robnik’s algorithm showed higher classification
accuracy than the original RF algorithm. However, Robnik’s
algorithm has a limitation that the classification accuracy
varies depending on a well-formed tree and the accuracy
variation is very large. In [17], Bernard et al. proposed a
dynamic RF algorithm that dynamically derived the forest
while adding the most appropriate tree to the already con-
figured forest. The weight values are assigned to the training
instance based on the OoB error rate. Based on the weight
values, a new tree is generated using randomly selected
training data. Bernard et al.’s algorithm showed the good
classification accuracy in the pattern recognition area even
though a specific dataset contains a lot of noise. However,
Bernard et al.’s algorithm has a disadvantage that the tree
generation time increases when reflecting the weight value
of the learning instance. Also, the greater the number of
trees composing the forest is, the higher the possibility of
overfitting to the learning data.

To optimize the number of trees while keeping the classi-
fication accuracy close to or higher than that of the original
RF algorithm, Cuzzocrea et al. proposed a new algorithm

Require: 𝑖𝑠𝐵𝑟𝑒𝑎𝑘 = 𝐹𝐴𝐿𝑆𝐸
Require: 𝑖 = 0
(1) procedure C-DRF(𝐷)
(2) while 𝑖𝑠𝐵𝑟𝑒𝑎𝑘 == 𝐹𝐴𝐿𝑆𝐸 do
(3) 𝑖 = 𝑖 + 1;
(4) 𝐹𝑜𝑟𝑒𝑠𝑡𝑖 = SubForestGeneration(𝐷, 𝑖);
(5) 𝐶𝑖 = CovCalculation(𝐹𝑜𝑟𝑒𝑠𝑡𝑖);
(6) 𝑖𝑠𝐵𝑟𝑒𝑎𝑘 = LearnTermination(𝐶𝑖)
(7) end while
(8) end procedure

Algorithm 1: Overall Operation.

[18]. Based on the relationship between the predictive power
which means the percentage of positively classified cases
of instances of that dataset and the number of trees in a
forest, they proposed how to optimize the number of trees
in RF using an information-theoretic approach. However,
the performance of Cuzzocrea et al.’s method was limited
because, while estimating the predictive power for the large
dataset, a large amount of memory and much learning time
were required. As an alternative to reduce memory usage and
learning time, P. Latinne et al. proposed a new algorithm
that limits the number of trees by using the McNemar test
[19]. P. Latinne et al.’s algorithm [19] grows a forest with
fewer number of trees than the maximum number of trees
of the original RF algorithm. However, since the maximum
number of trees could not guarantee an optimal result, the
performance of P. Latinne et al.’s algorithm varies depending
on the predefined maximum number of trees.

To overcome the performance degradation of the previ-
ous RF algorithms due to the dependency on learning data
and the number of trees, we propose a new learning algorithm
that dynamically derives the optimal number of trees by using
the covariance between the number of trees in a forest and 𝐹-
measure for a forest from each iteration.

3. C-DRF Algorithm

In this section, we overview the operation of the proposed C-
DRF algorithm in detail.

3.1. Overall Operation. To determine whether to increase
the number of trees based on a direct nonparametric test
of comparison dynamically, the proposed C-DRF algorithm
consists of three functional modules: (1) subforest genera-
tion; (2) covariance calculation; and (3) learning termination.
We show the overall operation of C-DRF in Algorithm 1. In
Table 2, we also summarize the terms and notation used in
this paper.

3.1.1. Subforest Generation. By using 𝐷𝐿 for each iteration, a
decision tree is generated and, then, included in a forest.Here,
we call an intermediate forest before learning termination
into “subforest” because the complete forest satisfying the
termination condition is not driven.
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Table 2: Terms and Notation.

Terms Notation
𝐷 Total dataset for training
𝐷𝐿 Learning dataset consisting of 𝑝% of random samples from𝐷
𝐷𝑂𝑜𝐵 OoB dataset, i.e.,𝐷𝑂𝑜𝐵 = 𝐷 -𝐷𝐿𝑇𝑟𝑒𝑒𝑖 A decision tree generated by using 𝐷𝐿 at the 𝑖𝑡ℎ iteration𝐹𝑜𝑟𝑒𝑠𝑡𝑖 A forest consisting of trees generated by the 𝑖𝑡ℎ iteration
𝑥𝐿 A single data instance in𝐷𝐿𝑥𝑂𝑜𝐵 A single data instance in𝐷𝑂𝑜𝐵𝐼𝑏 Information-theoretic criteria for finding best attributes
𝐴𝑏 Best attributes based on 𝐼𝑏𝐷𝑏 A subset of 𝐷𝐿 induced by 𝐴𝑏𝑥𝑏 A single data instance in𝐷𝐿𝑁𝑜𝑑𝑒𝑏 A decision node for testing 𝐴𝑏
𝑁 A row vector consisting of numbers of decision trees by the 𝑖𝑡ℎ iteration, i.e.,𝑁 = [1, . . . , 𝑖]
𝑁𝑚𝑎𝑥 Maximum number of trees composing a forest
𝑇𝑃 Number of true positives for 𝐷𝑂𝑜𝐵 from each iteration
𝐹𝑃 Number of false positives for 𝐷𝑂𝑜𝐵 from each iteration
𝐹𝑁 Number of false negatives for 𝐷𝑂𝑜𝐵 from each iteration
𝑅𝐶𝑝 Precision for 𝐷𝑂𝑜𝐵 from each iteration
𝑅𝐶𝑟 Recall for 𝐷𝑂𝑜𝐵 from each iteration
𝐹𝑖 𝐹-measure for 𝐷𝑂𝑜𝐵 at the 𝑖𝑡ℎ iteration𝐹 A row vector consisting of 𝐹𝑗s by the 𝑖𝑡ℎ iteration, i.e., 𝐹 = [𝐹1, . . . , 𝐹𝑖].𝐶𝑖 Covariance between𝑁 and 𝐹 at the 𝑖𝑡ℎ iteration

(1) procedure SubForestGeneration(𝐷, 𝑖)
(2) 𝐷𝐿 = RandomSelection(𝐷);
(3) 𝐷𝑂𝑜𝐵 = 𝐷 -𝐷𝐿;
(4) 𝑇𝑟𝑒𝑒𝑖 = CreateTree(𝐷𝐿);
(5) 𝐹𝑜𝑟𝑒𝑠𝑡𝑖 = 𝐹𝑜𝑟𝑒𝑠𝑡𝑖 + 𝑇𝑟𝑒𝑒𝑖;
(6) return 𝐹𝑜𝑟𝑒𝑠𝑡𝑖;
(7) end procedure

Algorithm 2: Sub-Forest Generation.

3.1.2. Covariance Calculation. For each iteration, C-DRF
calculates the F-measure value of the current subforest for𝐷𝑂𝑜𝐵. Given the F-measure value, covariance between the
number of trees and the F-measure value for the current
subforest is computed.

3.1.3. Learning Termination. By inspecting 𝐶𝑖, C-DRF deter-
mines whether to generate an additional tree for RF or not.

3.2. Generation of Subforest. To generate a new subforest, a
new decision tree is generated from 𝐷𝐿 and added to the
existing subforest.

As shown in Algorithm 2, subforest generation works as
follows. After selecting an inBag dataset𝐷𝐿 for learning from𝐷 (Line (2)), the subforest generation module determines an

(1) procedure CreateTree(𝐷𝐿)
(2) for all 𝑥𝐿 ∈ 𝐷𝐿 do
(3) 𝐼𝑏 = ComputeCriteria(𝑥𝐿);
(4) end for
(5) 𝐴𝑏 = CalBestAttribute(𝐼𝑏);
(6) 𝑇𝑟𝑒𝑒𝑖 = CreateDecisionNode(𝐴𝑏);
(7) 𝐷𝑏 = SplitData(𝐷𝐿, 𝐴𝑏);
(8) for all 𝑥𝑏 ∈ 𝐷𝑏 do
(9) 𝑁𝑜𝑑𝑒𝑏 = CreateTree(𝑥𝑏);
(10) 𝑇𝑟𝑒𝑒𝑖 = 𝑇𝑟𝑒𝑒𝑖 +𝑁𝑜𝑑𝑒𝑏;
(11) end for
(12) return 𝑇𝑟𝑒𝑒𝑖;
(13) end procedure

Algorithm 3: Creation of a Decision Tree Using C4.5.

OoB dataset D𝑂𝑜𝐵 for evaluating the covariance (Line (3)).
For the given 𝐷𝐿, a new decision tree 𝑇𝑟𝑒𝑒𝑖 is generated and,
then, the existing forest is combined with 𝑇𝑟𝑒𝑒𝑖 (Line (4)
to (5)). Finally, the subforest generation module returns the
updated forest (Line (6)).

As the function CreateTree (𝐷𝐿) in Algorithm 2, the C4.5
algorithm [27] in Algorithm 3 is used. The C4.5 algorithm
works as follows.The information gains for all attributes in𝐷
are computed (Lines (2) to (4)). After the best attribute with
the highest information gain is chosen (Line (5)), a decision
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(1) procedure CovCalculation(𝐹𝑜𝑟𝑒𝑠𝑡𝑖)
(2) if 𝑖 == 1 then
(3) for all 𝑥𝑂𝑜𝐵 ∈ 𝐷𝑂𝑜𝐵 do
(4) Count either 𝑇𝑃, 𝐹𝑃 or 𝐹𝑁 from the return
(5) value of Test4Classification(𝑥𝑂𝑜𝐵, 𝑇𝑟𝑒𝑒𝑖);
(6) end for
(7) 𝑅𝐶𝑝 = 𝑇𝑃/(𝑇𝑃+𝐹𝑃);
(8) 𝑅𝐶𝑟 = 𝑇𝑃/(𝑇𝑃+𝐹𝑁);
(9) 𝐹𝑖 = F Measure(𝑅𝐶𝑝, 𝑅𝐶𝑟);
(10) 𝐹 ← 𝐹𝑖;
(11) else
(12) for all 𝑥𝑂𝑜𝐵 ∈ 𝐷𝑂𝑜𝐵 do
(13) for all 1 ≤ 𝑗 ≤ 𝑖 do
(14) Count either 𝑇𝑃, 𝐹𝑃 or 𝐹𝑁 from the return
(15) value of Test4Classification(𝑥𝑂𝑜𝐵, 𝑇𝑟𝑒𝑒𝑗);
(16) end for
(17) end for
(18) 𝑅𝐶𝑝 = 𝑇𝑃/(𝑇𝑃+𝐹𝑃);
(19) 𝑅𝐶𝑟 = 𝑇𝑃/(𝑇𝑃+𝐹𝑁);
(20) 𝐹𝑖 = F Measure(𝑅𝐶𝑝, 𝑅𝐶𝑟);
(21) 𝐹 ← 𝐹𝑖;
(22) 𝑁 ← 𝑖;
(23) 𝐶𝑖 = cov(𝑁, 𝐹);
(24) end if
(25) return 𝐶𝑖
(26) end procedure

Algorithm 4: Covariance Calculation.

node based on the best attribute is included into 𝑇𝑟𝑒𝑒𝑖 (Line(6)). Based on the best attribute, C4.5 splits 𝐷𝐿 and, thus,
generates 𝐷𝑏. From every 𝑥𝑏, a decision tree is generated to
get a subtree (Lines (9) to (11)). Finally, C4.5 returns a new
decision tree 𝑇𝑟𝑒𝑒𝑖 (Line (12)).
3.3. Covariance Calculation. In this section, we describe how
to compute the covariance between the number of trees 𝑁𝑖
and a set of F1-measures 𝐹 at the 𝑖𝑡ℎ iteration in detail. As
shown in Algorithm 4, the covariance can be computed into
two cases: (1) for the 1𝑠𝑡 iteration and (2) for the other
iterations.

After a decision tree𝑇𝑟𝑒𝑒1 is generated at the 1𝑠𝑡 iteration,
each 𝑥𝑂𝑜𝐵 is tested with 𝑇𝑟𝑒𝑒1 and, thus, 𝑇𝑃, 𝐹𝑃, and 𝐹𝑁 are
computed (Lines (3) to (6)). By using 𝑇𝑃, 𝐹𝑃, and 𝐹𝑁, the
precision 𝑅𝐶𝑝 and the recall 𝑅𝐶𝑟 for 𝐹𝑜𝑟𝑒𝑠𝑡1 are computed
(Lines (7) and (8)). Since the precision and the recall are
commonly used to evaluate machine learning algorithms, we
compute 𝐹1, which composes 𝐹, with the parameters 𝑅𝐶𝑝
and 𝑅𝐶𝑟 (Lines (9) and (10)), and continues to grow the
forest (Line (11)). In the following equation, we show how
to compute 𝐹-measure (Line (9)):

𝐹 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 (𝑅𝐶𝑝, 𝑅𝐶𝑟)
= 1
𝛼 (1/𝑅𝐶𝑝) + (1 − 𝛼) (1/𝑅𝐶𝑟) ,

(1)

where 𝛼 and 1 − 𝛼 are the relative weights for precision
and recall, respectively. Here, when 𝛼 is 0.5, 𝐹-measure is

especially called 𝐹1-measure, which is the harmonic mean of
precision and recall. Since 𝐹1-measure is the most frequently
used for evaluating the accuracy of machine learning algo-
rithms, we set 𝛼 into 0.5 in the proposed C-DRF algorithm.
Thus, 𝐹-measure indicates 𝐹1-measure in this paper.

Different from the 1𝑠𝑡 iteration, 𝐹𝑜𝑟𝑒𝑠𝑡𝑖 consists of multi-
ple numbers of tress. Thus, each 𝑥𝑂𝑜𝐵 is tested with 𝑖 number
of decision trees and, then, 𝑇𝑃, 𝐹𝑃, and 𝐹𝑁 are computed
from every 𝑇𝑟𝑒𝑒𝑗 (Lines (13) to (18)). By using 𝑇𝑃, 𝐹𝑃, and𝐹𝑁, the precision 𝑅𝐶𝑝 and the recall 𝑅𝐶𝑟 for 𝐹𝑜𝑟𝑒𝑠𝑡𝑖 are
computed (Lines (19) and (20)). From Equation (1),𝐹𝑖, which
composes 𝐹, is computed with the parameters 𝑅𝐶𝑝 and 𝑅𝐶𝑟
(Lines (21) and (22)). After including 𝑖 into𝑁 (Line (23)), the
covariance 𝐶𝑖 is computed by using 𝑁 and 𝐹 (Line (24)). To
understand why the covariance is used to determine whether
to terminate growing the forest or not, let us consider the
covariance between two random vectors 𝑋 and 𝑌 as follows:

cov (𝑋, 𝑌) = 1𝑁
𝑁∑
𝑗=1

(𝑥𝑗 − 𝑥) (𝑦𝑗 − 𝑦) , (2)

where 𝑁 is the number of elements composing a random
vector and 𝑥 and 𝑦 are the average values of the random
vectors 𝑋 and 𝑌, respectively. Note that if the covariance is
larger than zero, it implies that 𝑌 increases as the random
variable 𝑋 increases. If the covariance is less than zero, 𝑌
decreases as 𝑋 increases. Also, if the covariance is zero,
it implies that the two random vectors are independent
from each other [28]. In this regard, many studies have
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Figure 2: Operational example of the proposed C-DRF algorithm.

already proven that these characteristics of the covariance are
effective for data analysis [29, 30]. From these characteristics
of the covariance, we use the covariance to determinewhether
to terminate growing the forest or not.

The proposed C-DRF algorithm defines two row vectors𝑁 and 𝐹 as follows:
𝑁 = [1, 2, 3, . . . , 𝑖 − 1, 𝑖]

𝑎𝑛𝑑 𝐹 = [𝐹1, 𝐹2, . . . , 𝐹𝑖−1, 𝐹𝑖] , (3)

where 1 ≤ 𝑖 ≤ 𝑁𝑚𝑎𝑥.
By following the characteristics of the covariance, if the

covariance between𝑁 and𝐹 is positive, the𝐹-measure trends
to increase as the forest grows at the 𝑖𝑡ℎ iteration. It implies
that the forest can grow with a new decision tree. However,
if the covariance is negative or equal to zero, the 𝐹-measure
trends to decrease as the forest grows at the 𝑖𝑡ℎ iteration.
Since the classification accuracy trends to decrease after
adding a new tree, it implies that the forest should not grow
further.

3.4. Learning Termination. Note that after the covariance has
been computed, the learning termination module decides
whether to grow the forest or not. As shown in Algorithm 5,
if 𝐶𝑖 is less than or equal to zero, the forest does not grow
with a decision tree generated at the 𝑖𝑡ℎ iteration (Lines (2) to(6)). That is, the learning phase stops growing the forest and,
thus, the variable 𝑖𝑠𝐵𝑟𝑒𝑎𝑘 at Algorithm 1 is set into 𝑇𝑅𝑈𝐸.
Otherwise, the forest continues to grow. Also, in order to
generate a new decision tree from the 𝑖 + 1𝑡ℎ iteration, the
learning termination modules return the value 𝐹𝐴𝐿𝑆𝐸 (Line(7)).
3.5. Example. In Figure 2, we show an example of how
the proposed C-DRF algorithm dynamically generates a
subforest. Let us assume that 𝐷 consists of four numbers of𝑥𝐿, that is, {𝑥𝐿1, 𝑥𝐿2, 𝑥𝐿3, 𝑥𝐿4}. Here, each 𝑥𝐿 consists of four
numbers of attributes. We also assume that 𝑝 is set into 70.
Thus,𝐷𝐿 consists of the randomly selected 70% datasets in𝐷
and, then, 𝐷𝑂𝑜𝐵 consists of the remaining 30% datasets in𝐷.

As shown in Figure 2(a) for the 1st iteration, the proposed
C-DRF algorithm generates the 1st decision tree 𝑇𝑟𝑒𝑒1 for
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(1) procedure LearnTermination(𝐶𝑖)
(2) if 𝐶𝑖 ≤ 0 then
(3) 𝐹𝑜𝑟𝑒𝑠𝑡𝑖 = 𝐹𝑜𝑟𝑒𝑠𝑡𝑖 - 𝑇𝑟𝑒𝑒𝑖;
(4) SaveForest(𝐹𝑜𝑟𝑒𝑠𝑡𝑖);
(5) return 𝑇𝑅𝑈𝐸
(6) end if
(7) return 𝐹𝐴𝐿𝑆𝐸
(8) end procedure

Algorithm 5: Learning Termination.

a new random sample dataset 𝐷𝐿. At the 1st iteration for
a decision tree, 𝐹1 is set into 𝐹1 but the covariance is
not computed because there is no comparative 𝐹𝑖. Here, a
subforest consists of only𝑇𝑟𝑒𝑒1. After the 1st tree is generated,
the C-DRF algorithm iteratively selects𝐷𝐿 to generate the 𝑖𝑡ℎ
decision tree.

In Figure 2(b), we show how to generate the 2nd decision
tree and add it to a subforest. As the 1st decision tree is
generated, the 2nd decision tree, 𝑇𝑟𝑒𝑒2, is generated for a
new random sample dataset𝐷𝐿 and is ensembled with 𝑇𝑟𝑒𝑒1.
After 𝐹2 is updated with the 𝐹1-measure for a subforest
consisting of 𝑇𝑟𝑒𝑒1 and 𝑇𝑟𝑒𝑒2, 𝐹1 and 𝐹2 are set into 𝐹1 and𝐹2, respectively. Next, from the given 𝐹𝑖, the covariance 𝑋
between the number of trees, that is, 2, and 𝐹𝑖 is computed.
Here, if 𝑋 is larger than zero, a subforest consists of an
ensemble of 𝑇𝑟𝑒𝑒1 and 𝑇𝑟𝑒𝑒2. However, if the covariance 𝑌
for the 3rd iteration is less than zero as shown in Figure 2(c),
the proposed C-DRF algorithm does not grow a subforest.
After removing a new decision tree 𝑇𝑟𝑒𝑒3 from subforest, the
previous subforest is set into a final forest.

4. Complexity Analysis

Note that while keeping the same classification accuracy as
the original RF algorithm, the proposed C-DRF algorithm
shows faster learning time than the original RF algorithm. In
this section, we analyze the time complexity of the proposed
C-DRF algorithm and, then, compare it with the original RF
algorithm.

From Louppe et al.’s paper [34], the time complexity for
learning of the original RF algorithm is given into

Θ(𝑀𝑁2𝐿log2𝑁𝐿) , (4)

where 𝑀 is the number of trees composing the forest and𝑁𝐿 is the number of data in 𝐷𝐿. Compared to the original
RF algorithm, the proposed C-DRF algorithm generates𝑚 number of trees while computing covariance of each
subforest using 𝑝% dataset of 𝐷. Thus, the time complexity
of the proposed C-DRF algorithm is expressed as follows:

Θ(𝑚𝑁2𝐿log2𝑁𝐿 + 𝑚 (𝑚 + 1)2 log(𝑁𝐿 (1 − 𝑝)(𝑝) )) , (5)

where 𝑚𝑁2𝐿log2𝑁𝐿 represents the time complexity for con-
structing 𝑚 numbers of trees. The time complexity for

computing covariance of each subforest is given as the
multiplication of the ratio of 𝐷𝑂𝑜𝐵 to 𝐷𝐿 (: (1 − 𝑝)/(𝑝)) and
the time complexity for covariance computationwhile a forest
consists of𝑚 numbers of trees (: 𝑚(𝑚+1)/2). If𝑚 is less than𝑀 and 𝑁𝐿 is large enough, the proposed C-DRF algorithm
is faster than the original RF algorithm because the ratio of
Equation (4) over Equation (5) approximates as follows:

lim
𝑁𝐿→∞

𝑀𝑁2𝐿log2𝑁𝐿𝑚𝑁2𝐿log2𝑁𝐿 + (𝑚 (𝑚 + 1) /2) log𝑁𝐿 (1 − 𝑝) /𝑝
≈ 𝑀𝑚 .

(6)

If 𝑀 is equal to 𝑚, the proposed C-DRF algorithm
is slower than the original RF algorithm by as much asΘ((𝑚(𝑚 + 1)/2) log(𝑁(1 − 𝑝)/(𝑝))), which is the additional
time complexity caused by the covariance calculation. How-
ever, if 𝑁𝐿 is larger than or equal to 2500, which is achieved
by the numerical analysis, the proposed C-DRF algorithm
shows the same time complexity as the original RF algorithm
because 𝑀/𝑚 approximates to 0.99. Note that 𝑁𝐿 is larger
than 2500 in general. Sincemost learning data consist ofmore
than 2500 number of data, the proposed C-DRF algorithm
takes less learning time than the original RF algorithm in
practice.

5. Experimental Evaluation

In this section, we show the experimental results of the
proposed C-DRF algorithm by comparing with the previous
RF algorithms. To evaluate the performance of the proposed
C-DRF algorithm, we compared accuracy, memory usage,
learning time, and test time of the proposedC-DRF algorithm
with the original RF algorithm and P. Latinne e al.’s algorithm
[19] by using different areas of datasets. Since P. Latinne et al.’s
algorithm is the best algorithm to reduce the number of trees
while maintaining the same classification accuracy, we used
it as a comparison algorithm for the performance evaluation
of the proposed C-DRF algorithm. Also, since the 100 trees
showed the best result in our experiment for the original RF
algorithm, the number of trees composing the forest of the
original RF algorithm is fixed to 100.

5.1. Experimental Environment. We evaluated the perfor-
mance of the proposed C-DRF algorithm by using three
areas of datasets. The first dataset is the MNIST dataset
[31], which is commonly used to verify the performance of
machine learning algorithms related to image processing.
The second dataset is the data for the building property,
which is used to evaluate the value of the building. This
real estate dataset is generated by preprocessing some real
estate information at Korea MOLIT [32]. As the third dataset,
we used the UNSW-NB15 dataset [33], which complements
the probability distribution problem of the KDDCup99
[35] dataset. The UNSW-NB15 dataset includes the recently
reported attack traces and, thus, is used primarily to verify
the performance of machine learning algorithms in the field
ofNetwork IntrusionDetection.Thedetails of the datasets are
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Figure 3: Covariance change for different numbers of trees for various datasets.

Table 3: Experimental Datasets.

Dataset #Training data #Feature #Class
MNIST [31] 60000 784 10
real estate [32] 41700 29 9
UNSW-NB15 [33] 97278 42 10

described in Table 3. Also, we measured the performance of
the proposed C-DRF algorithms on the Ubuntu 14.04.5 LTS
machine with kernel version 4.2.0-27-generic, 2.40GHz CPU
clock(Intel Xeon CPU E5-2630 v3), and 32GB memory.

5.1.1. Comparison of Classification Accuracy and Number of
Trees. In Figure 3, we show how the number of trees for
each dataset was determined based on the covariance in the
proposed C-DRF algorithm. For the UNSW-NB15 dataset, as
shown in Figure 3(a), the covariance is less than zero after
the 61𝑡ℎ decision tree is generated. Thus, the forest consists
of 60 trees for the UNSW-NB15 dataset. For the real estate
dataset, the covariance is less than zero after the 37𝑡ℎ decision
tree is generated in Figure 3(c).Thus, the forest consists of 36
trees for the real estate dataset. In Table 4, we summarize the
number of trees for each dataset.

In Table 4, we also show the accuracy of each algorithm
with the different number of trees under different datasets.
For the UNSW-NB15 dataset, while the forest consists of 60
trees in the proposed C-DRF algorithm, the forest consists
of 100 trees and 70 trees in the original RF algorithm and P.
Latinne et al.’s algorithm, respectively. From Table 4, we can
observe that, even though the proposed C-DRF algorithm
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Figure 4: Comparison of memory usage under different datasets.

composes the forest with the smallest number of trees, the
proposed C-DRF algorithm shows the classification accuracy
of 76.322% close to 76.314% of the original RF algorithm and
76.293% of P. Latinne et al.’s algorithm.

5.1.2. Memory Usage. In Figure 4, we show compared mem-
ory usage of each algorithm under different datasets. For
the UNSW-NB15 dataset, the proposed C-DRF algorithm
used the memory space of 3,212.65MB, which is smaller than
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Table 4: Experimental Results.

RF algorithm C-DRF algorithm P. Latinne et al.’s algorithm [19]
# of Trees (UNSW-NB15) 100 60 70
Accuracy (UNSW-NB15) 76.314% 76.322% 76.293%
# of Trees (real estate dataset) 100 36 30
Accuracy (real estate dataset) 90.72% 90.73% 90.71%
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Figure 5: Comparison of learning time under different datasets.

6,368.08MB of the RF algorithm by as much as 49.55%.
Also, the proposedC-DRF algorithm used lessmemory space
than P. Latinne et al.’s algorithm by as much as 1.84%. Next,
compared to 1,601.15 MB of the original RF algorithm and
214.48 MB of P. Latinne et al.’s algorithm, the proposed C-
DRF algorithm used 215.104MB ofmemory space for the real
estate dataset.

5.1.3. Learning Time. In Figure 5, we show the learning time
of each algorithm under the UNSW-NB15 dataset. For the
UNSW-NB15 dataset, the learning time of the proposed
C-DRF algorithm was 1,987.48 seconds on average, which
was faster than 3,363.02 seconds and 2,258.81 seconds of
the original RF algorithm and P. Latinne et al.’s algorithm,
respectively.

In Figure 5, we show the learning time of the proposed C-
DRF algorithm, RF algorithm, and P. Latinne et al.’s algorithm
for the real estate dataset. For the real estate dataset, the
learning time of P. Latinne et al.’s algorithmwas 47.137 seconds
on average faster than the other two algorithms.

5.1.4. Test Time. To evaluate the test time of the proposed C-
DRF algorithm, wemeasured the time spending from loading
of the forest into the memory to the output file creation.
In Figure 6, we show the test time of the proposed C-DRF
algorithm, the RF algorithm, and P. Latinne et al.’s algorithm
under different datasets. For the UNSW-NB15 dataset, the
test time of the proposed C-DRF algorithm was 4.45 seconds,
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Figure 6: Comparison of test time under different datasets.

which is faster than the other two algorithms by as much as
38.85% and 10.28%, respectively. For the real estate dataset,
the proposed C-DRF algorithm showed the test time of
1.2 seconds, which is faster than 17.66 seconds of the RF
algorithm by 56.98%.

6. Discussion

6.1. A MNIST Dataset. Note that, by using the covariance,
the proposed C-DRF algorithm dynamically determines the
number of trees composing a forest under different datasets.
However, as shown in Table 5, the number of trees of the
proposed C-DRF algorithm under the MNIST dataset can
be larger than the original RF algorithm and P. Latinne
et al.’s algorithm under the same classification accuracy.
Also, we can observe that the proposed C-DRF algorithm
uses 12,854.79MB of memory more than 6,542.73MB and
8,773.15MB of the original RF algorithm and P. Latinne et
al.’s algorithm, respectively. That is, the proposed C-DRF
algorithm requires more memory space than the original
RF algorithm by as much as 49.11% and P. Latinne et al.’s
algorithm by as much as 31.75%. For the learning time
and test time, the proposed C-DRF algorithm also showed
the learning time of 10,736.8 seconds and the test time of
7.84 seconds on average. The learning time was larger than
8,664.95 seconds and 7,322.52 seconds of the original RF
algorithm and P. Latinne et al.’s algorithm, respectively. The
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Table 5: Experimental results for the MNIST dataset.

RF algorithm C-DRF algorithm P. Latinne et al.’s algorithm [19]
# of Trees 100 115 90
Accuracy 94% 94.35% 94.33%
Memory usage 6542.736 MB 12854.79 MB 8773.15 MB
Learning Time 8664.952 sec 10736.8 sec 7322.52 sec
Test Time 6.91 sec 7.84 sec 6.09 sec

test time was larger than 6.91 seconds and 6.09 seconds of
the original RF algorithm and P. Latinne et al.’s algorithm,
respectively.

This is because the MNIST dataset consists of many
correlated data, each of which is represented with the combi-
nation of 0 and 1. Since the proposed algorithm is designed
by using the covariance as a metric for determining the
classification accuracy while increasing the number of trees,
this observation implies that the performance of the proposed
C-DRF algorithm has a limitation when analyzing the dataset
including the highly correlated data from each other.

6.2. A Distributed Environment. Compared to other machine
learning algorithms, there is another advantage of the RF
algorithm that many trees can be derived independently
in distributed computing or multicore environment. This
advantage has enhanced the computational efficiency of the
RF algorithm. In this paper, it seems that the proposedC-DRF
algorithm can not be applied to a distributed computing or
multicore environment because it creates a forest in a sequen-
tial manner. Note that this sequential manner maximizes
the memory efficiency of the proposed C-DRF algorithm by
not deriving unused trees. In fact, the covariance calculation
result does not affect the tree generation algorithm. That is,
the C-DRF algorithm can derive the tree independently for
a certain unit such as the number of cores and then perform
the covariance calculation at once to obtain the same result.
However, since the trees are derived by a specific unit, unused
trees may occur in the last iteration, which may cause some
memory waste. Therefore, if the user focuses on learning
time efficiency, the C-DRF algorithm can be applied in the
abovementioned method. On the contrary, if the user focuses
onmemory efficiency, the C-DRF algorithm can be applied in
a sequential manner.

7. Conclusion

As a representative ensemble machine learning algorithm,
the RF algorithm has been widely used in various applica-
tions. In this paper, to decrease the number of trees in the
RF algorithm, we proposed a new dynamic RF algorithm
which reduces the number of trees composing the forest. By
analyzing the covariance between the number of trees in a
forest and the 𝐹1-measure at each iteration, the proposed C-
DRF algorithmcomposed a forestwith theminimumnumber
of trees while ensuring the good-enough classification accu-
racy. While generating a decision tree at each iteration, the
proposed C-DRF algorithm determines whether to increase

the number of trees based on a direct nonparametric test for
OoB dataset. We evaluated the performance of the proposed
C-DRF algorithm in theory and in practice. That is, from
the mathematical analysis of the learning time complexity of
the proposed C-DRF algorithm, we showed that the learning
time of the proposed C-DRF algorithm is faster than the
original RF algorithm in practice. From the experimental
results under different areas of datasets, we observed that,
compared to the original RF algorithm, the proposed C-
DRF algorithm showed the fast learning time by as much as
58.68% on average and the fast test time by as much as 47.91%
on average. We also showed that, compared to the original
RF algorithm, the proposed C-DRF algorithm significantly
reduced the memory usage by as much as 68.06% on average
while keeping the same classification accuracy. Compared to
the best algorithm for decreasing the number of trees, that is,
P. Latinne et al.’s algorithm, the proposed C-DRF algorithm
showed the fast learning time by as much as 1.55% on average
and the fast test time by as much as 0.45% on average. Also,
it was shown that, compared to P. Latinne et al.’s algorithm,
the proposed C-DRF algorithm reduced the memory usage
by as much as 0.35% on average and reduced the number of
trees 2.00% while keeping the same classification accuracy.
From these observations, we believe that the proposed C-
DRF algorithm can be used as an alternative to the original
RF algorithm in various fields.
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